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IFERC-CSC Past / current situation in Europe and in Japan

Computing power for EU researchers (HPL) Steady increase of computer resources
10,00 : | available to EU and JA fusion researchers
| PO over time
- * Close to x60 (HPL) in both cases from mid-2009 to
8 L oy mid-201-9 for computing power provided by
T i Ny Cores conventional processors
0,10 N * Close to x70 (HPL) for EU taking into account
wors | SHEEE arcont Fusion accelerated partition
- | ah| Phase1 Phase 2 * For reference, close to x70 (HPL) for the sum of
Computing power for JA researchers (HPL) High usage of these resources with a request
- for resources by projects exceeding by far
the available resources
- * Demand/usage for accelerated resources less than
2 ' i_._mm for conventional resources so far but growing interest
) |
& a0 i-l-ManyCores User 5 . .
: eamcry pport very important for the efficient
usage of large scale supercomputers
R oesr—— rgeEE——— = * Supercomputer center support (EU since 2009 and JA
3333337333333 3533335333333% :
RRRARARRARARRRRAARAARRAKANRR SlReR 2012}

* High Level Support (EU since 2009, desirable in JA)

IFERC PC 25-8 Information from IFERC-HPC follow-up working group | 10 October 2019 | Page 7
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IFERC-CSC Survey

Survey performed in H1-2019 with the same questionnaire in Europe and in Japan

In Europe, the questionnaire was
sent by EUROfusion

Survey EU JA
» To PI of projects running on Marconi
+ To EUROfusion research units Sirserof el sent s oL
Number of answers 61 37
In Japan, the questionnaire was e p— —
sent by QST

« To PI of projects running on JFRS-1

In both cases, the number of answers was considered large enough for a
meaningful analysis

The analysis of the local results was performed by an ad-hoc expert group in
Europe (chaired by L. Villard) and in Japan (chaired by N. Nakajima)

When applicable, the analysis was done with current usage as weighting

IFERC PC 25-8 Information from IFERC-HPC follow-up working group | 10 October 2019 | Page 8
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IFERC-cSC Increase in demand for computing power (2023-2027)

Increase of computing power EU JA
Ratio (compared to Marconi / to JFRS-1) x12 X6
For larger simulation 82% 69%
For more simulation 18% 11%
Plan to extend scalability 52% 62%
Expert help needed to extend scalability 18%-61% 25%-67%
Strong support needed 85% 82%

X%-y% means x% sure, y% sure + possibly

Ratio: similar to the ratio between today and Helios in both cases

Motivation: mostly for running larger simulation (note: for JA, 20% are “not sure or

roughly equal”)

Strong support needed in both cases

IFERC PC 25-8 Information from IFERC-HPC follow-up working group | 10 October 2019 | Page 9
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IFERC-CSC Readiness of codes for GPU

GPU EU JA
Today 12% 6%
Future 28%-46% | 24%-67%
Need support 13%-54% | 25%-56%

X%-y% means x% sure, y% sure + possibly

Today: a minority of answers is related to codes that have already been ported to GPU
and greatly benefit from this architecture

Future: expected to change especially if support is provided - large uncertainty

IFERC PC 25-8 Information from IFERC-HPC follow-up working group | 10 October 2019 | Page 10 10
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IFERC-CSC New usages
New usages EU JA
Machine Learning, Al, or data analytics 18%-47% | 22%-58%
Workflow 30%-52% | 30%-62%
Access to experimental data 36%-62% | 33%-72%

X%-y% means x% sure, y% sure + possibly

In decreasing order (in both cases):

* Access to experimental data

*  Workflow

* Machin learning, Al or data analytics

Large uncertainty

IFERC PC 25-8 Information from IFERC-HPC follow-up working group | 10 October 2019 | Page 11 11
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IFERC-CSC Location
Location EU JA
Distributed machine not a real problem
i 89% 89%
or minor difficulty
Helios in Japan was not a real problem or
P P 86% na

minor difficulty

Location is not an issue for the vast majority of users

Auxiliary systems located close to the users may be needed (development, pre/post

processing, ...) as well as support teams

IFERC PC 25-8 Information from IFERC-HPC follow-up working group | 10 October 2019 | Page 12
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IFERC-CSC

Technical specifications (2/2)

EU JA Single HPC
Current peak performance (Pflops) 10 42
Increase ratio requested by users 12 6
Target performance (Pflops) 100 20 120
Ratio of GPU nodes (nb of nodes) 30% 10% 26%
Ratio of GPU nodes (computing power) 50% 21% 45%
mix of nodes
mix HBM2 with different
Memory HBM?2
DDR NVRAM memory
configuration
Storage size As today As today As today
Architecture 2 partitions | 2 partitions | 2 partitions
Network H-BW/L-Lat | H-BW/L-Lat | H-BW/L-Lat

IFERC PC 25-8 Information from IFERC-HPC follow-up working group | 10 October 2019 | Page 15
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