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Characteristics of Density and Temperature Fluctuation in Fusion
Edge Plasma and Implication on Scrape off Layer Width
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In this study, in order to evaluate the SOL width of both density and temperature, we analyze Hasegawa-
Wakatani model which includes the temperature fluctuations. Different instability regimes, i.e. drift waves and
linearly unstable convective cells are studied. It is shown that convective cells are favorable in terms of the heat
load reduction on the divertor. Implications on future devices, such as JT-60 SA, ITER, etc, are discussed.
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1. Introduction
Divertor heat load is a major concern for a fusion

reactor. In ITER, it is estimated that the heat flux pass-
ing through Scrape off Layer (SOL) reaches 1 [GW/m2] in
the parallel direction and 50 ∼ 100 [MW/m2] in the per-
pendicular direction [1]. This value can be even higher
for the prototype reactor. Since these values exceed the
limit required from the engineering constraint, i.e. 10 ∼
20 [MW/m2], it is a critical issue to understand the physi-
cal mechanism behind the divertor heat load and to develop
a scenario for the heat load reduction [2]. The heat flux of
SOL is characterized by qsol = P/(2πRλsol) [3], where P
is power from the core plasma, R is a major radius, and
λsol is a SOL width. Then the SOL width is a key pa-
rameter in evaluating the heat flux on the divertor [4]. A
heuristic model has been derived based on ∇B drift [5].
While the prediction was rather pessimistic, the role of
fluctuations was overlooked. Indeed, several studies in-
dicate the importance of turbulence transport to widen the
SOL width [6]. These studies addressed the impact of drift
waves [4], parallel velocity gradient driven modes [7,8], in-
terchange modes [9], streamers [10], blobs [11, 12], etc.

At the simplest level, turbulence increases transport
and appears to be beneficial to widen the SOL width. On
the other hand, it is also well known that turbulent trans-
port exhibits various interference [13]. Namely, the flux
down the gradient co-exists with the flux up the gradient.
Typical example of this is the various up-gradient phenom-
ena in heat driven tokamaks. For example, while the heat
flux is down the temperature gradient in fusion plasmas,
this heat flux drives various up gradient phenomena, such
as particle pinch [14], excitation of zonal flows and intrin-
sic rotation [15], etc. Particle pinch by PVG turbulence is
also reported [16, 17]. In the context of the SOL width,
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these up-gradient or inward fluxes are undesirable, since
they can narrow the width. In this sense, care must be
taken to address the role of turbulence on widening SOL
width. In particular, it is desirable to identify the fluctua-
tions that can drive the flux down the gradient, both in heat
and particles.

The aim of this study is to describe the typical feature
of edge fluctuations in fusion plasmas and summarize their
role in driving transport in different channels. To be spe-
cific, we focus on the particle and heat transport, as they
have more direct impact on divertor heat load. To demon-
strate the subtlety of the coupled transport, we start by ana-
lyzing typical edge fluctuations, i.e. collisional drift waves.
We introduce an extended Hasegawa-Wakatani model [18],
which incorporate both density and electron temperature
fluctuation dynamics. The extended model is used to dis-
cuss that the two different fluctuations are excited. When
the electron response is close to adiabatic, drift waves are
excited. In this regime, the particle flux is outward. Here
the direction ‘outward’ denotes the direction away from
the core. Likewise, inward is for the direction toward the
core. The heat flux is sensitive to the ratio between elec-
tron temperature gradient and the density gradient ηe, and
in some cases the heat flux can be inward. There is an-
other regime of interest for fluctuations. This is when the
electron motion is limited to the direction perpendicular to
the magnetic field. In this case, the fluctuation looks rather
different from drift waves and the density and temperature
responses become larger. We call this regime as linearly
unstable drift convective cells and they drive outward flux
both for particles and heat, which is favorable for the SOL
width control. The condition for convective cell excitation
is discussed using parameters from several experiments.

The remainder of the paper is organized as follows. In
the Sec. 2, we describe the model used in this work. Here
the extension of the Hasegawa-Wakatani model to include
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the electron temperature is discussed. Section 3 describes
the relevant feature of drift waves. Their impact on the
density and temperature perturbations is summarized. In
Sec. 4, we discuss the excitation of convective cells and
their impact on transport. Section 5 presents the parameter
survey for different experiments and summarizes the im-
plication on future larger devices. Section 6 is conclusion.

2. Model
In this work we are interested in the fluctuation dy-

namics in the edge-SOL region of fusion plasmas. To
model its dynamics, we use Hasegawa-Wakatani (HW)
model [18]. The HW equation is based on the evolution of
two fields, density and vorticity. In order to elucidate the
complexity of the transport process in the edge region, we
use extended HW model with electron temperature evo-
lution. The electron fluctuation can be incorporated into
the HW model from the Braginskii equation [19, 20]. The
electron temperature evolution is given by

3
2

ne
dTe

dt
+ neTe∇‖ve‖ − neχ‖∇2

‖Te − αT Te

e
∇‖J‖ = 0,

(1)

d
dt
= ∂t + ve‖∇‖ + vE×B · ∇. (2)

Here, ‖ is the direction for the mean magnetic field. In
the perpendicular direction to the field, we use (x, y),
which corresponds to (r, θ). ne is the electron density,
e is the electron charge, Te is the electron temperature,
χ‖ = 3.16v2the/νe is the parallel thermal diffusivity. αT is a
dimensionless number which depends on the charge num-
ber Z. For hydrogens, we have Z = 1 and αT = 0.71
[19, 20]. The temperature evolution is determined by the
compression of the electron fluids, conduction, and the
heat generation associated with the thermal force. The
electron temperature field then introduces a new force, the
thermal force on electrons. The parallel momentum bal-
ance for electrons reads as

0 = −∇‖pe − eneE‖ − meneνeve‖ − αT ne∇‖Te. (3)

Here me is the electron mass, νe = 2.91 × 10−6ne/T
− 3

2
e lnΛ

is the electron collision frequency. The lefthand side is set
to zero because the electron mass is small. The righthand
side includes several forces, such as the parallel pressure
gradient, the parallel electric field, the collisional drag on
the electron, and the thermal force. Using the pe = neTe

and assuming electrostatic fluctuations, fluctuating parallel
electron velocity is given as

ṽe‖ = D‖∇‖
(

ñ
n0
− eφ̃

Te0
+ (1 + αT )

T̃e

Te0

)
. (4)

Here φ is the electrostatic potential, D‖ = v2the/νe is the par-
allel electrons diffusivity, and vthe =

√
Te/me is the elec-

tron thermal velocity. Fluctuating component is denoted by

˜(. . .), and the subscript (. . .)0 is for the background compo-
nent. The temperature evolution and the parallel electron
velocity fluctuations are coupled together with the elec-
tron density evolution and the charge neutrality condition
∇ · J = 0, to obtain the Hasegawa-Wakatani model with
temperature evolution as

d
dt

ñe

n0
+ v∗e

∂

∂y

eφ̃
Te0

= D‖∇2
‖

(
ñe

n0
− eφ̃

Te0
+ (1 + αT )

T̃e

Te0

)
,

(5)

d
dt
ρ2

s∇2
⊥

eφ̃
Te0
= D‖∇2

‖

(
ñe

n0
− eφ̃

Te0
+ (1 + αT )

T̃e

Te0

)
,

(6)

3
2

d
dt

T̃e

Te0
+

3
2
ηev∗e

∂

∂y

eφ̃
Te0
− χ‖∇2

‖
T̃e

Te0

= (1 + αT )D‖∇2
‖

(
ñe

n0
− eφ̃

Te0
+ (1 + αT )

T̃e

Te0

)
.

(7)

Here, ρs is the ion sound larmor radius, v∗e = (ρs/Ln)cs

is the drift velocity, Ln is the density gradient length, LT

is the temperature gradient length, ηe = Ln/LT . Not sur-
prisingly, the HW model is recovered by ignoring the terms
related to the temperature fluctuation in Eqs. (5) and (6).
Hereafter we use the normalized quantities, denoted by
ñe/n0 → n̂, eφ̃/T0e → φ̂, T̃e/Te0 → T̂ .

Fluctuation properties are analyzed by linear analy-
sis. Linearizing (d/dt → ∂/∂t) and Fourier transforming
(∂/∂t → −iω,∇ → ik), Eqs. (5) - (7) become as

− iωn̂ + iω∗eφ̂ = −D‖k2
‖
(
n̂ − φ̂ + (1 + αT )T̂

)
, (8)

iωρ2
sk2
⊥φ̂ = −D‖k2

‖
(
n̂ − φ̂ + (1 + αT )T̂

)
, (9)

− 3
2

iωT̂ +
3
2

iηeω∗eφ̂

= −D‖k2
‖
(
n̂ − φ̂ + (1 + αT )T̂

)
− χ‖k2

‖ T̂ .
(10)

Here, ω∗e = kyρs(cs/Ln) is the electron drift frequency.
The density and temperature responses are obtained as

n̂ =
ω∗e
ω
φ̂ − ρ2

sk2
⊥φ̂, (11)

T̂ =
(1 + αT )

−3iω/2 + χ‖k2
‖

[
−3

2
ηeiω∗e
1 + αT

+ iωρ2
sk2
⊥

]
φ̂. (12)

The dispersion relation is obtained by substituting the den-
sity and temperature perturbation into the quasi-neutrality,
i.e. the vorticity evolution (Eq. (9)). The result is

− iωρ2
sk2⊥

D‖k2
‖
=
ω∗e
ω
− 1 − ρ2

sk2
⊥

+
(1 + αT )2

−3iω/2 + χ‖k2
‖

[
−3

2
ηeiω∗e
1 + αT

+ iωρ2
sk2
⊥

]
.

(13)

The dispersion relation can be simplified in several
relevant limits. To address this, we note that there are two
characteristic time scales in the model (Fig. 1). One is for
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Fig. 1 Electron response. (a) is for D‖k2
‖ 
 ω∗e and (b) is for

ω∗e 
 D‖k2
‖ .

the diffusion along the magnetic field, which is given by
k2
‖D‖ ∼ k2

‖χ‖. The other is the drift frequency, ω∗e. Using
these two time scales, we can discuss different regimes of
the fluctuations. For example, when D‖k2

‖ 
 ω∗e, electrons
diffuse rapidly along the magnetic field. Electron response
is expected to be close to the Boltzmann response. On the
other hand, when ω∗e 
 D‖k2

‖ , electrons drift poloidally
before they travel along the magnetic field. Electron mo-
tion is expected to be confined to the perpendicular plane
and fluctuation characteristics deviates from that with the
adiabatic electron response. The latter regime is called hy-
drodynamic [21]. Both limits are considered separately in
the following and we discuss the relevant fluctuation char-
acteristics, including dispersion relation, amplitude and
phase relation, and transport feature.

3. Adiabatic Electrons: Drift Wave
We first discuss the adiabatic limit, D‖k2

‖ 
 ω∗e. In
this case, the electron response is close to the Boltzmann
response. Drift waves are excited and transport interfer-
ence may occur, as discussed in the following. In this sec-
tion, we introduce a small parameter by ω∗e/(k2

‖D‖) to per-
fome perturbative expansion. Simplified dispersion rela-
tion, fluctuation characteristics, quasilinear transport flux,
are obtained in the limit of ω∗e/(k2

‖D‖) � 1.

3.1 Dispersion relation
The generalized dispersion relation (Eq. (13)) can be

simplified by taking the limit ω ∼ ω∗e � k2
‖D‖. Writing

ω = ω(0) + δω, where ω(0) is the lowest order solution and
δω/ω(0) ∼ O(ω∗e/k2

‖D‖), Eq. (13) becomes

−i
(ω(0) + δω)ρ2

sk2⊥
D‖k2

‖
=

ω∗e
(ω(0) + δω)

− 1 − ρ2
sk2
⊥

+
(1 + αT )2

χ‖k2
‖

[
−3

2
ηeiω∗e
1 + αT

+ i(ω(0) + δω)ρ2
sk2
⊥

]
.

(14)

Collecting the lowest order contribution, we have

0 � ω∗e
ω(0)
− 1 − ρ2

sk2
⊥,

and therefore

ω(0) =
ω∗e

1 + ρ2
sk2⊥
. (15)

Thus the typical fluctuation of interest in this regime is drift
wave.

The next order contribution is evaluated as:

−i
ω(0)ρ2

sk2⊥
D‖k2

‖

� −ω∗eδω
ω(0)2

+ i
(1 + αT )2

χ‖k2
‖

[
ω(0)ρ2

sk2
⊥ −

3
2
ηeω∗e
1 + αT

]
,

and therefore

δω = i
ω(0)2

ω∗e
δn, (16)

δn =
ω∗e

D‖k2
‖

ρ2
sk2⊥

1 + ρ2
sk2⊥

+
(1 + αT )2ω∗e
χ‖k2
‖

ρ2
sk2⊥

1 + ρ2
sk2⊥
− 3

2
(1 + αT )

ηeω∗e
χ‖k2
‖
.

(17)

The growth rate is given by γ = Im(ω) = δn(ω(0)2/ω∗e).
For drift waves to be unstable, we must have δn > 0. The
density gradient destabilizes drift waves, and dissipation is
required for instability. Here the dissipation is due to colli-
sions associated with the parallel motion. The temperature
gradient is stabilizing for collisional drift waves.

3.2 Amplitude and phase
More fluctuation characteristics can be obtained by

analyzing the relative amplitude and phase relation be-
tween fluctuations. By using the obtained dispersion re-
lation, the density perturbation Eq. (11) now becomes

n̂ = (1 − iδn)φ̂. (18)

The density response is close to the Boltzmann response,
n̂ ∼ φ̂. A finite phase shift exist between the density and
potential perturbation. The phase shift is required for the
mode to be unstable. These are well-known properties of
collisional drift waves.

The temperature response can be simplified in the sim-
ilar manner. The result is

T̂ = i
(1 + αT )ω∗e
χ‖k2
‖

[
ρ2

sk2⊥
1 + ρ2

sk2⊥
− 3

2
ηe

1 + αT

]
φ̂. (19)

Unlike the density response, the temperature response is
smaller compared to the potential and the density, T̂ �
φ̂ ∼ n̂. The phase relation has interesting feature. First of
all, the phase is shifted by π/2. Whether it is retarded or
advanced depends on the relative sign in the parenthesis.

Namely, T̂ ∼ e−i π2 for ρ2
s k2⊥

1+ρ2
s k2⊥
− 3

2
ηe

1+αT
< 0, while T̂ ∼ ei π2

for ρ2
s k2⊥

1+ρ2
s k2⊥
− 3

2
ηe

1+αT
> 0. This competition is due to the
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fact that there are two distinct source for the temperature
perturbation. One is fluctuation associated with the gradi-
ent ηe and the other is fluctuation associated with compres-
sion/divergence, ∇‖ve,‖. The competition between the two
process determines whether the temperature perturbation
is retarded or advanced relative to the density and potential
perturbations [22].

3.3 Flux
The flux driven by drift waves can be analyzed by the

quasilinear theory. The particle flux is given as

Γn

n0cs
= ρs

〈
n̂

(
− ∂
∂y
φ̂

)〉
=

∑
k

ρskyδn |φk |2 . (20)

The particle flux is positive for unstable drift waves and
drift waves relax the density profile. The flux is propor-
tional to the phase shift. We also note that for a given level
of potential fluctuations, the particle flux is in the order of
O(ω∗e/k2

‖D‖).
The heat flux is also obtained as

Qe

Tecs
= ρs

〈
T̂

(
− ∂
∂y
φ̂

)〉

= −
∑

k

ρsky
(1+αT )ω∗e
χ‖k2
‖

[
ρ2

sk2⊥
1+ρ2

sk2⊥
− 3

2
ηe

1+αT

]
|φk |2 .
(21)

The normalized amplitude is in the order of Qe ∼
O(ω∗e/k2

‖χ‖) and its magnitude is close to that of the par-
ticle flux. The sign depends on the sign of the phase, or
the relative sign between the compression and the gradient
driven terms. Qe > 0 when ∇Te dominates in the tempera-
ture response, while Qe < 0 when compression dominates
in the temperature response.

4. Hydrodynamic Electrons: Linearly
Unstable Convective Cell
Here we consider the case with ω∗e 
 k2

‖D‖. The
coupling along the magnetic filed becomes weaker and the
electron motion is close to the 2D motion in the perpen-
dicular plane, as depicted in Fig. 1. Fluctuation character-
istics is very different from that of drift waves, as shown
in the following. In this section, we consider the oppo-
site limit from the previous section, and the expansion pa-
rameter is k2

‖D‖/ω∗e � 1. Since this limit corresponds to
the small k‖ and the evolution of the vortex is close to the
2D vortex, we refer the mode excited here to convective
cells. We note that the word of the convective cells is often
used to describe the 2D vortex driven nonlinearly. Here we
use this word in a broader sense, regardless of the driving
force. As shown below, small, but finite k‖ coupling allows
convective cells to access to the free energy in the density
gradient. This leads to the excitation of linearly unstable
convective cells, which we call as drift convective cells.

4.1 Dispersion relation
In order to elucidate the typical time scale in this limit,

we consider the simplified system of the equations. To do
so, we consider the usual HW model without the coupling
to temperature fluctuation. In this case, the generalized
dispersion relation reduces to

− iωρ2
sk2⊥

D‖k2
‖
=
ω∗e
ω
− 1 − ρ2

sk2
⊥. (22)

This can be solved as

ω=
k2
‖D‖

2iρ2
sk2⊥

⎛⎜⎜⎜⎜⎜⎜⎝1+ρ2
sk2
⊥ ±

√
(1+ρ2

sk2⊥)2−4i
ρ2

sk2⊥
D‖k2

‖
ω∗e

⎞⎟⎟⎟⎟⎟⎟⎠.
(23)

Taking ω∗e 
 k2
‖D‖, the dispersion relation reduces to

ω �
√

D‖k2
‖ |ω∗e|

ρsk⊥

(
± sgn(ky) + i√

2

)
. (24)

Here, sgn(ky) is

sgn(ky) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 ky > 0
0 ky = 0
−1 ky < 0.

This simplified analysis identifies the relevant time scale

for the frequency ω as
√

D‖k2
‖ |ω∗e|. Then normalizing the

frequency as ω =
√

D‖k2
‖ |ω∗e|Ω, Eq. (13) becomes

iρ2
sk2⊥

−D‖k2
‖

√
D‖k2

‖ |ω∗e|Ω

=
ω∗e√

D‖k2
‖ |ω∗e|Ω

− 1 − ρ2
sk2
⊥ +

(1 + αT )2

− 3
2 i

√
D‖k2

‖ |ω∗e|Ω[
−3

2
ηeiω∗e
1 + αT

+ iρ2
sk2
⊥
√

D‖k2
‖ |ω∗e|Ω

]
. (25)

The lowest order balance is then given by

iρ2
sk2
⊥

√
|ω∗e|
D‖k2

‖
Ω � 1

Ω

√
|ω∗e|
D‖k2

‖
(1+(1+αT )ηe)sgn(ky),

which yields

Ω =
sgn(ky) + i√

2

√
1 + (1 + αT )ηe

ρsk⊥
,

and

ω =
√

D‖k2
‖ |ω∗e|

sgn(ky) + i√
2

√
1 + (1 + αT )ηe

ρsk⊥
.

(26)

We note that the mode of interest is one realization of the
family of convective cells, which can be excited by vari-
ous processes. Loosely speaking, the evolution of convec-
tive cells is analyzed by the vorticity evolution, ∂∇2⊥φ/∂t.
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There are various sources for the excitation, such as cen-
trifugal force (Rayleigh-Taylor instability), vorticity gra-
dient (Kelvin-Helmholtz instability), nonlinear Reynolds
stress (zonal flow/streamers [23,24].), etc. Here, the small,
but finite k‖ allows the coupling between the vorticity field,
the density and temperature perturbations. In our case, the
coupling allows the cells to access to the free energy in the
density and temperature gradient. We call this mode as a
drift convective cell. Drift convective cell has very slow
frequency, (ω∗e 
 ω 
 D‖k2

‖ ). The instability is strong,
in the sense that Re(ω) ∼ Im(ω). Namely, the mode grows
significantly before it oscillates. This feature may be con-
trasted to drift waves, which have Re(ω) 
 Im(ω). Note
that once excited, drift convective cells enter the nonlin-
ear stage. Once the nonlinear effect is considered, we can
have additional ingredient for the excitation of the cells.
The analysis of the nonlinear dynamics of drift convective
cells is beyond the scope of the present work and will be
pursued in future.

4.2 Amplitude and phase
Drift convective cells have unique feature in the den-

sity and temperature response. This point can be clarified
by calculating the density and temperature perturbation as

n̂ =
ρsk⊥√

1 + (1 + αT )ηe

√
|ω∗e|
D‖k2

‖

1 − sgn(ky)i√
2

φ̂, (27)

T̂ = ρsk⊥
√

ηe

1 + (1 + αT )

√
|ω∗e|
D‖k2

‖

1 − sgn(ky)i√
2

φ̂.

(28)

We note that the phase relation is simple, since n̂ ∼ e−i π4 φ̂

and T̂ ∼ e−i π4 φ̂. Large response is expected for the den-
sity and the temperature, since T̂ ∼ ηen̂ 
 φ. Thus we
expect large response in the density and temperature field.
We note that this relation raises a concern regarding probe
measurements. It is often assumed that the floating poten-
tial is similar to the space or plasma potential, by assuming
that the temperature fluctuations are small. This assump-
tion does not hold for drift convective cell. This implies
that care must be taken to seek for the footprint of drift
convective cells in measured data.

4.3 Flux
The flux carried by the drift convective cells is calcu-

lated as

Γn

n0cs
= ρs

〈
n̂

(
− ∂
∂y
φ̂

)〉

=
∑

k

ρs

∣∣∣ky∣∣∣√
2
|φk |2 ρsk⊥√

1 + (1 + αT )ηe

√
|ω∗e|
D‖k2

‖
,

(29)

and

Qe

Tecs
= ρs

〈
T̂

(
− ∂
∂y
φ̂

)〉

=
∑

k

ρs

∣∣∣ky∣∣∣√
2
|φk |2ρsk⊥

√
ηe

1 + (1 + αT )

√
|ω∗e|
D‖k2

‖
.

(30)

We note that both Γn > 0 and Qe > 0. Thus drift convective
cells expel both particles and heat from the system. Unlike
drift waves, there is no interference of transport between
density and temperature. The level of transport is expected
to be large, since ω∗e 
 D‖k2

‖ . While these features are un-
desirable from confinement perspective, these feature may
be useful to expand the SOL width.

5. Implications on SOL Width
The density and temperature fluctuations have differ-

ent characteristics based on the electron response. Table 1
summarizes the relevant features in the adiabatic and hy-
drodynamic electron responses. From this, we can see that
transport interference can happen in drift wave turbulence,
and the inward heat pinch may occur. This can lead to a
narrower SOL width, which is not desirable from the heat
load handling. On the other hand, in the hydrodynamic
regime, both particle and heat transport are outward, and
these may result in increasing the SOL width both in the
density and heat channels. In addition, a large response is
expected in this regime and this feature is also beneficial
for the heat load problem. In this sense, hydrodynamic,
drift convective cells are thought to be benign fluctuations
in the edge region.

A relevant question arises at this point: which fluctu-
ations are excited in the experiments? To analyze this, we
have performed a parameter study for several devices (Ta-
ble 2). Here, we chose the parameters such that k‖ = 1/qR,
kyρs ∼ 1, Ln ∼ a and q ∼ 3 (safety factor). The electrons
drift frequency can be expressed as ω∗e = kyρs(cs/Ln) ∼
cs/Ln = 1/a

√
Te/mi. For these definitions, the key param-

eter is

ω∗e
D‖k2

‖
∝ (qR)2ne

aT 2
e
. (31)

Figure 2 shows the electron density-temperature depen-

Table 1 Comparison of fluctuation characteristics.

Electrons
Adiabatic

(D‖k2
‖ 
 ω∗e)

2D, Hydrodynamic
(ω∗e 
 D‖k2

‖ )

Regime DW CC (linear)
Amp. n̂ ∼ φ̂ 
 T̂ n̂ ∼ T̂ 
 φ̂
Phase

n̂ ∼ e−iδφ̂

T̂ ∼ e±i π2 φ̂
n̂ ∼ T̂ ∼ e−i π4 φ̂

Flux
Γn > 0

Qe → both
Γn > 0
Qe > 0

1403050-5



Plasma and Fusion Research: Regular Articles Volume 17, 1403050 (2022)

Table 2 Fusion device parameter.

Fusion
device

Minor
radius a[m]

Major
radius R[m]

Ref.

C-mod 0.21 0.67 [25]
D III-D 0.67 1.7 [26]
JT-60SA 1.18 2.96 [27]
ITER 2.0 6.2 [28]

Fig. 2 Electrons density-temperature dependence of the turbu-
lence area in each device.

dence of the turbulence domain in each fusion device.
The turbulence domain is classified by the threshold
ω∗e/D‖k2

‖ = 1. From this, we can see that drift waves and
drift convective cell may compete in the SOL. In the high-
temperature and low-density SOL, the adiabatic electrons
dominate and drift wave is excited. On the other hand, in
the low-temperature and high-density SOL, the hydrody-
namic electrons dominate and drift convective cell is ex-
cited. We also note that the boundary for the turbulence
transition varies depending on machines. The parameter
region for drift convective cells becomes larger for larger
devices. This tendency follows from the fact that electrons
need to travel longer distance along the magnetic field and
hence tend to follow the hydrodynamic response. Since
drift convective cells drive the outward flux both in density
and temperature, this trend is favorable for the heat load
reduction in future devices.

6. Conclusion and Discussion
In this paper, we discussed the excitation of drift

waves and drift convective cell excited in the edge plas-
mas. There are two characteristic regimes exists. One is
the adiabatic regimes where electrons rapidly diffuse along
the magnetic field (D‖k2

‖ 
 ω∗e). In this regime drift waves
are excited and transport interference may occur. Electrons
show different behavior when ω∗e 
 D‖k2

‖ . This regime is
called hydrodynamic and linearly unstable convective cells

are excited. Drift convective cells transport both the parti-
cle flux and the heat flux in outward. The density and tem-
perature response can be large and drift convective cells
can effectively broaden the SOL width. The turbulence
regime in the future devices are expected to be closer to
the latter.

While the conclusion drawn in this work appears
promising, we need further analysis for firmer basis. For
simplicity, our study focuses on the behavior of main plas-
mas. In SOL region, however, several other physical quan-
tities, such as neutrals [29], impurities, parallel flows, ex-
ist. We will address the effect of these degrees of freedom
in future. We also note that our analysis is limited to the
linear and quasilinear regimes. Nonlinear dynamics, in-
cluding the excitation of secondary flows etc, will be also
addressed in future.
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