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We observed and directly measured the M1 transition between the two states of the fine structure splitting
in the ground state of Ba7+ with a visible spectrometer coupled to a compact electron beam ion trap. To validate
the measurement accuracy, we demonstrated a calibration method using Ar+ emissions from buffer gas. The
wavenumber in vacuum was determined to be 23591.57 (15) cm−1.
c© 2019 The Japan Society of Plasma Science and Nuclear Fusion Research

Keywords: visible spectroscopy, highly charged ion, electron beam ion trap, calibration

DOI: 10.1585/pfr.14.1201021

Visible transitions of highly charged ions (HCIs) have
become attractive for various applications such as devel-
opments of next generation atomic clocks [1], studies of
the solar corona [2], and plasma diagnoses for fusion re-
actors [3]. In recent years, visible spectra in various HCIs
have been observed using electron beam ion traps (EBIT)
by several research groups for the purpose of identifica-
tions of various transitions [4–8]. In this context, visi-
ble transitions in Ba plasma have been utilized since early
times. For instance, the Ba plasma observation using the
visible transitions emitted from singly charged Ba ions has
been widely applied to study giant stars [9] and ionospheric
plasma [10]. For highly charged Ba ions, several visible
transitions have been identified so far [11,12] after the first
observation for Ba34+ [13].

We are developing a linear Paul trap combined with
a microminiature EBIT [14], for use in the study of laser
spectroscopy in cold HCI. We plan to demonstrate sympa-
thetically cooled ion crystals with this instrument to con-
fine HCIs to Lamb-Dicke regime [15]. Due to its relatively
simple electron configuration, Ba7+ would be a good initial
candidate for commissioning this instrument. The mag-
netic dipole (M1) transition (2P1/2 - 2P3/2) between the two
states of the fine structure splitting of the ground state in
the visible region have a possibility for simplified Doppler-
free spectroscopy using direct observation of laser-induced
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fluorescence (LIF). As the most abundant isotope, 138Ba,
has no hyperfine structure, the visible M1 transition can
be used to maintain a closed optical cycle with only one
laser. However, the theoretical Einstein A coefficient of
this M1 transition is only 117 s−1 [16]. Thus, it is neces-
sary to know the wavelength as accurately as possible in
advance. In this letter, we report on the result of first di-
rect measurement of the M1 transition of trapped Ba7+ in
a compact EBIT using a novel calibration method.

The present experiment were performed using a visi-
ble light spectrometer (Jobin Yvon HR320) with a Peltier-
cooled CCD (Andor iDus 416) connected to a compact
electron beam ion trap, called CoBIT [17]. The details of
our experimental setup and procedure were described in a
previous paper [12]. As Ba atoms evaporate from the BaO
cathode of CoBIT, Ba HCIs were easily trapped without
any extra loading processes [12]. In order to calibrate the
measurement, an Ar buffer gas was introduced to the vac-
uum chamber with a variable leak valve while trapping Ba
HCIs.

Figure 1 shows a typical visible emission spectrum
from Ba7+ and Ar+ in CoBIT. A Gaussian function was
fitted to each observed peak. A linear background was
assumed in the vicinity of each peak. Since grating type
spectrometers generally have non-linearity for high preci-
sion measurement, a cubic polynomial equation is used for
calibration formula between the wavenumber and the rela-
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Fig. 1 Visible emission spectrum of Ba7+ and Ar+. The elec-
tron beam energy was 90 eV. The collector current was
2.1 mA. The Ar gas pressure was 5 × 10−7 Pa (measured
in the room temperature region of the CoBIT chamber).

Fig. 2 Summary of the wavenumber measurements of 2P1/2 -
2P3/2 in Ba7+. The black solid line is the average of this
dataset. The blue dashed lines show the range of the stan-
dard error.

tive column number from the Ba7+ peak [5, 18]. We used
7 Ar+ peaks to determine the calibration function; the typ-
ical calibration resulted in a confidence interval (1σ) of
0.09 cm−1 for the Ba7+ peak position. In the Ba7+ peak,
the full width at half maximum and the statistical error
of the center were typically determined to be 8 cm−1 and
0.06 cm−1, respectively. We repeated this measurement
31 times and obtained the dataset of measured values as
shown in Fig. 2. The average and the standard error of this
dataset are calculated as 23591.57 cm−1 and 0.01 cm−1.

In order to estimate the systematic error in this calibra-
tion, we used Ar+ peaks as test cases. The wavenumber of
each Ar peak Eki was determined using other 6 Ar+ peaks
with the same method as Ba7+ peak; here i is the identifi-
cation number shown in Fig. 1. The results were compared
with high precision literature values Lki [19]. The differ-
ences Eki − Lki are +0.14(2), −0.14(1), +0.07(3), +0.03(2),
+0.01(1) in units of cm−1, respectively for i = 2 to 5. In
the case of Ba7+ peak, we can use 7 Ar+ peaks including
the nearest Ar+ peak (i = 2) for calibration. As such the
calibration error can be expected to be better than the test
cases for the Ar+ peaks, we adopted the maximum differ-
ence in the tests, 0.14 cm−1 as the systematic error in the
determination of the Ba7+ wavenumber.

In our previous experiments [8, 12], we utilized stan-

Table 1 Summary of the present work and the previous studies.
The wavenumber k in vacuum of the fine structure split-
ting of the 5p 2P in Ba7+ is given.

Th. or Ex. k [cm−1] Error

Safronova [16] Theory 23605
Churilov [20] Experiment 23592 ±1.5
This work Experiment 23591.57 ±0.15

dard light sources placed outside CoBIT to obtain the ref-
erence lines for the wavelength calibration. Thus, the dif-
ference in the source position and the incident angle to the
optical detection system could cause systematic uncertain-
ties. In addition, since the reference lines and the objective
lines were observed alternately, the thermal and mechani-
cal drift could also cause systematic uncertainties. The to-
tal uncertainty caused by these factors was estimated to be
typically 2 cm−1 from the reproducibility of the measure-
ment. In our new calibration method, as the Ba7+ peak and
the Ar+ calibration peaks emitted from the same point were
simultaneously observed, these error factors were elimi-
nated and the systematic error was derived from the valid-
ity of the cubic equation approximation in this calibration.

In Table 1, the result of this measurement and previous
studies are listed. The experimental value by Churilov [20]
was indirectly obtained from the extreme ultra violet spec-
tra in the laser produced plasma. The error in the present
work is given by the sum of the standard error and the sys-
tematic error. The wavenumber measured in this work is
in agreement with the previous studies, however the im-
proved calibration technique has allowed for a greatly im-
proved precision. For further improvement, we look for
more calibration lines from other elements in this wave-
length region.
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