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Krylov subspace method and the variable preconditioned Krylov subspace method with communication
avoiding technique for a linear system obtained from electromagnetic analysis are numerically investigated. In
the k−skip Krylov method, the inner product calculations are expanded by Krylov basis, and the inner product
calculations are transformed to the scholar operations. k−skip CG method is applied for the inner-loop solver
of Variable Preconditioned Krylov subspace methods, and the converged solution of electromagnetic problem is
obtained using the method.
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1. Introduction
Recently, the performance of the Central Process-

ing Unit (CPU), the Graphics Processing Unit (GPU) and
Many Integrated Core (MIC) have increased in each of the
past ten years. In addition, these devices are constituted
by multitudes of processing units. Therefore, a paralleliza-
tion scheme must be implemented on the simulation code
in order to educe the performance of the devices.

As is well known that the speedup of the paralleliza-
tion technique is governed by Amdahl’s law. The simula-
tion code can be divided into two parts. One is the paral-
lelizable part, the other part consist of preprocessing, se-
quential calculation part. Thus, the value of speedup S is
defined by following equation.

S =
1

1 − r +
r
n

. (1)

Here, r denotes a ratio of parallelizable part in the code,
and n denotes a number of process. Equation (1) indicates
that although the calculation cost decreases as the number
of processing units increases, the lower limit inevitably ex-
ists i.e. 1 − r. According to the idea of Amdahl’s law,
the calculation time decreases as the number of processing
unit increases. However, in real calculations, the situation
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is even worse than predicted by Amdahl’s law. In the paral-
lelization calculation of the vector inner product, elements
should be scatter to processing units (PUs). After the cal-
culation, the results must be gather from PUs. Thus, the
communication time increases as the parallelization units
increase, and the communication time cannot be ignored.

The conjugate gradient (CG) method is one of solvers
for a large-sparse linear system. In addition, the algorithm
of CG method is very simple, and the most of all the pro-
cedure of the method is constituted by addition of vectors,
inner products and multiplication of matrices and vectors
as shown in Fig. 1. These operations are very easy to de-
rive a parallelization efficiency. However, the communica-
tion between PUs must be necessary for parallelized inner
products calculation, and the amount of the communica-
tion time increases as the size of the system increases. That
is to say, the communication time is bottle neck for the ef-
fective parallelization of CG method [1, 2]. In order to en-
hance the performance of Krylov subspace method, new
strategies for the communication bound kernels should be
explored to minimize communication and data movement
[3–6].

The purpose of the present study is to implement
Krylov subspace method with communication avoiding
techniques, and to evaluate the numerical features of the
method.
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Fig. 1 The algorithm of the conjugate gradient (CG) method.
Here, A denotes a coefficient matrix of a linear system
and b denotes a known vector.

2. k−skip CG and CR Method
The communication avoiding technique is one of set-

tlements for communication bottle neck issue for the paral-
lelization CG. Although the algorithm of Krylov subspace
method with the communication avoiding technique is dif-
ferent from original method, the theoretical methodology
is equivalent. In the technique, inner products is rewrit-
ten into the recurrence formula using Krylov basis, and the
inner products are transcribed into scalar calculation. As
the results, collective communications between PUs can
be gathered in only one time. As is obvious the communi-
cation time for the parallelization CG can be reduced.

Let us introduce the k−skip conjugate gradient method
[4]. The inner product (rk+1, rk+1) can be rewritten by using
αk = (rk, rk)/(rk, Apk) as follows [1].

(rk+1, rk+1) = α2
k(Apk, Apk) − (rk, rk). (2)

In the k−skip strategy, a number of bases are necessary as
a function of skip amount. Thus, other inner products can
be also rewritten as follows.

(pk+1, Aj pk+1) = (rk+1, Aj pk+1) + βk(pk, Ajrk)

+ β2
k(pk, Aj pk)

− αkβk(pk, Aj+1 pk), (3)

(rk+1, Aj pk+1) = (rk+1, Ajrk+1)

+(rk, Aj pk)−αkβk(pk, Aj+1 pk), (4)

(rk+1, Ajrk+1) = (rk, Ajrk) − 2αk(rk, Aj+1 pk)

+ α2
k(pk, Aj+2 pk). (5)

Here, the superscript j denots a dimension size of Krylov
subspace. The values of left hand side of (2), (3), (4)
and (5) can be calculated by using value of previous step
αk, βk, (pk, Aj pk), (pk, Aj+1 pk), (pk, Aj+2 pk), (rk, Aj pk),
(rk, Aj+1 pk) and (rk, Ajrk). Especially, in CG, (k + 1)−th
step values (rk+1, rk+1), αk+1 and βk+1 can be calculated us-
ing (pk, Apk) and (pk, A2 pk), and the step can be forwarded
one step without inner product calculation.

Fig. 2 The algorithm of k−skip conjugate residual method.

As is well known that the Conjugate Residual (CR)
method has much stable convergence property than that of
CG. Additionally, it is difficult to obtain the converged so-
lution of the ill-posed linear system using CG. From this
reason, we derive the k−skip CR method by using above
strategy. Substituting the recurrence equations

ri+1 = ri − αiApi,

pi+1 = ri+1 + βi pi,

to inner product operation, we can obtain following equa-
tions.

(Ajrk+1, rk+1) = (Ajrk, rk) − 2αk(Aj+1 pk, rk)

+ α2
k(Aj+1 pk, Apk),

(Aj pk+1, Apk+1) = (Aj+1rk+1, rk+1)

+ 2βk(Aj+1 pk, rk+1)

+ β2
k(Aj pk, Apk),

(Aj pk, rk+1) = (Aj pk, rk) − αk(Aj pk, Apk),

(Aj pk+1, rk+1) = (Ajrk+1, rk) − αk(Aj+1 pk, rk+1)

+ βk(Aj pk, rk) − αkβk(Aj pk, Apk),

(Ajrk+1, rk) = (Ajrk, rk) − αk(Aj+1 pk, rk).

By using following notation, we can derive the k−skip CR,
and the algorithm of the method is shown in Fig. 2.

δk, j ≡ (Ajrk, rk),

ηk, j ≡ (Aj pk, Aj pk),

ζk, j ≡ (Aj pk, rk).
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Fig. 3 The residual histories of k−skip CG method.

Fig. 4 The residual histories of k−skip CR method.

k−skip CG and k−skip CR are numerically evaluated
by following tridiagonal matrix. The values of subdiago-
nals of the coefficient matrix are set to −1, and main diago-
nals are set to 2.05, and the dimension size of the matrix is
fixed as 100. Note that the condition number of the matrix
is 79.4. Moreover, elements of right hand side vector and
the maximun iteration number are fixed as 1 and 400, re-
spectively. The residual histories of k−skip CG and CR for
various k are shown in Fig. 3 and Fig. 4. We can see from
figures that the converged solution cannot obtain by k−skip
CG. Additionally, although the converged solution is de-
rived by k−skip CR with k = 1, the residual diverges as in-
crease of value k. Furthermore, the residual property is sta-
bilized by CR. However, given the convergence property
of Krylov subspace method, k−skip technique takes much
iterations. This is because the orthogonality of Krylov ba-
sis destroyed by expansion of the inner products and the
truncation error of the power of the coefficient matrix for
Krylov bases. On the other hand, during parallelization,
collective communication can be avoided. From this rea-
son, even amount of the operation is increased, it can be
covered with parallel efficiency.

In the next section, k−skip CG, k−skip CR and the
variable preconditioned (VP) CG with k−skip technique
are adopted for realistic electromagnetic problem.

Fig. 5 The algorithm of variable preconditioned conjugate gra-
dient (VPCG) method.

3. Variable Preconditioned Krylov
Subspace Method with k−skip
Algorithm
A variable preconditioning method has been devel-

oped as a new preconditioning strategy for Krylov sub-
space methods [7]. VP Krylov subspace method has two
nested iterations for main Krylov subspace method and
variable preconditioning for Krylov subspace method are
called as outer-loop and inner-loop. The VP Krylov sub-
space method has the sufficient condition for convergence.
The residual of the problem converges if the relative resid-
ual norm of inner-loop satisfies the following inequality in
each steps.

||rk+1 − Azk+1||2
||rk+1||2 < 1. (6)

That is to say, in the preconditioning procedure, the resid-
ual equation is solved roughly by using some iterative
method with only a few iteration. Therefore, the algorithm
of VP Krylov subspace method is very simple, so that the
method have a good chemistry with parallelization tech-
niques [8]. The algorithm of VPCG is shown in Fig. 5.

In this section, the Problem 20 in testing electro-
magnetic analysis methods (T.E.A.M.) Workshop for the
benchmark [9]. Though the original Problem 20 is a non-
linear problem, the value of relative magnetic permeabil-
ity is fixed as 200 so that the problem becomes a linear
problem. The number of edge element of the problem is
27,549,822 and the dimension size of the coefficient ma-
trix is 1,709,028. Note that the coefficient matrix becomes
very sparse matrix, and only 42 nonzero elements include
in unit column. In order to avoid the zero calculation,
Compressed Row Storage (CRS) are employed for the cal-
culation.

The residual histories of k−skip CG and CG are shown
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Fig. 6 The residual histories of k−skip CG and CR method in
case of electromagnetic problem.

Fig. 7 The residual histories of VPCG and VPGCR with k−skip
CG method. Note that the value of k is fixed as 2.

in Fig. 6. This figure indicates that the residual norm de-
creases less than one in a few iterations in both cases. Al-
though, the residual of k−skip CG converges in case of
k = 2, the converged solution cannot be obtained in case
of k−skip CG method with k = 1. Essentially, the con-
vergence property deteriorates as the skip size increase be-
cause of the truncation error of the power of the coefficient
matrix for Krylov bases. Thus, this result remaining as
our future work. In either case, above result leads us that
k−skip CG and CR method can be adopted for the inner-
loop solver for VP Krylov subspace method.

To take above fact into account, we adopt the k−skip
CG and CR on the inner-loop solver for VP Krylov sub-
space method. In this study, VPCG and VPGCR is em-
ployed for the numerical evaluation, and the residual his-
tories of VPCG and VPGCR with k−skip CG are shown
in Fig. 7. Note that the termination condition is set as 10−8

in this calculation. We can see from this figure that the
converged solutions are derived by both methods. In addi-
tion, VPGCR is converges faster than that of VPCG. How-
ever, the converged solution does not derived if k−skip CR
method is adopted for inner-loop solver.

From these results, we can conclude that k−skip CG
method is effective inner-loop solver for VP Krylov sub-

space method. Implementation on graphics processing unit
(GPU) and evaluation of the parallelization efficiency are
our future work.

4. Conclusion
In the present study, we have derived k−skip CR

method by using Krylov basis. Furthermore, numerical
features of k−skip CG and CR method have been eval-
uated. In addition, VPCG and VPGCR with k−skip CG
have been developed, and the methods have been adopted
for the electromagnetic problem.

Conclusions obtained in this study are summarized as
follows.

• The converged solution cannot be obtained by k−skip
CG in case of the test problem. Although, the con-
verged solution is derived by k−skip CR method with
k = 1, the residual diverges as increase of value k.
• The residual property is stabilized by CR method.

However, given the convergence property of Krylov
subspace method, k−skip technique takes much itera-
tions. This is because the orthogonality of Krylov ba-
sis destroyed by expansion of the inner products. The
truncation error of the power of the coefficient matrix
for Krylov bases is also the cause of the deterioration.
• The converged solutions are derived by VPCG and

VPGCR with k−skip CG. In addition, VPGCR is con-
verges faster than that of VPCG. However, the con-
verged solution does not derived if k−skip CR method
is adopted for inner-loop solver.

In the future work, VPCG and VPGCR with k−skip
CG method will be implemented on graphics processing
unit (GPU) to derive high-performance parallelization effi-
ciency.
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