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A Fokker-Planck code TASK/FP, which calculates the evolution of the relativistic momentum distribution
function of electrons and the induced toroidal electric field, has been applied to the study of runaway electron
(RE) generation in ITER disruptions. The hot-tail effect on the RE generation is investigated. Hot tail is formed
during the thermal quench ahead of the Dreicer generation, which have an impact on the subsequent current and
the electric field evolution. The hot-tail affects the RE current density profile even in the secondary RE dominant
case. In spite of the small ratio of the primary electrons, they are multiplied significantly by the avalanche effect.

Consequently, the hot-tail effect plays an important role in determining the total RE current density profile after

the current quench.
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1. Introduction

The disruption is one of the most serious phenom-
ena in tokamaks, which induces the huge electromagnetic
forces to the device and generates the high-energetic run-
away electrons (REs) causing the damage of plasma facing
component [1]. In ITER, the RE current is considered to
reach a few mega-amperes. If the thermal quench is suf-
ficiently fast, the primary RE generation rate is enhanced
through the so-called “hot-tail effect” [2, 3]. In order to
predict the disruption dynamics in ITER, kinetic Fokker-
Planck calculations are required by taking into account of
RE generation processes including the hot-tail effect.

The aim of this paper is to compare the RE gener-
ation process, especially RE current density profile, in-
cluding and excluding the hot-tail effect in ITER. For this
purpose, the Fokker-Planck code, named TASK/FP [4], is
applied to simulations of the evolution of the relativistic
electron momentum distribution function, the RE current,
and the induced electric field in a self-consistent manner.
The code treats the electron distribution function in two-
dimensional momentum space for sub-relativistic region
(less than 0.5MeV). In the present calculation, although
the treatment of relativistic REs is simplified, the thermal
and sub-relativistic electron distribution function is ana-
lyzed with a good resolution, being useful for detailed cal-
culation of the primary RE generation rate.

As discussed above, the RE generation in a high-
current tokamak like ITER is expected to be dominated
by the secondary generation. Nevertheless, our simulation
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shows that the hot-tail formation plays an important role in
determining the RE current profile after the current quench.
Since even a small increment of the seed current density is
amplified by the avalanche effect, the secondary RE cur-
rent density profile is modified by the hot-tail effect.

In the rest of this paper, the following contents are dis-
cussed. Models used in our code are explained in Sec. 2.
The numerical results of RE generation with an ITER-like
parameters are shown in Sec.3. Conclusion and Discus-
sion of this paper is provided in Sec. 4.

2. Models

In this paper, we evaluate the RE generation rate by
using the kinetic Fokker-Planck code TASK/FP, which is
two dimensional in momentum space and one dimensional
in the minor radius. The equation can be written in the
conservative form:

L =-_V.8S
ot CE

=—V-[—Bc-Vf+(Fc+‘f;E)f], )

(4

where V is the derivative operator in the momentum space
(p, ), and the subscripts C denotes the collision term. p
and 6 denote the momentum and the pitch angle. In Eq. (1),
the collision coefficients D¢ and F¢c are determined with
the weak relativistic isotropic background collision model
[5,6]. It is assumed that the momentum distribution func-
tions of the background plasma are Maxwellian for both
electrons and ions.

In TASK/FP, the induced electric field is described by
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the following equations:
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where o is the Spitzer conductivity o, = 1.96 nquTe/ Me
(~ 35.7T*/Zeg [MA/V -m, T. in keV]) with the neo-
classical correction [7], T = 3(27r)3/zegmé/2T3/2/nqu InA,
T, = 4ns(2)mzc3/nee4 InA, ¢ = 1 = 1.46&'? + 1.72¢, and
& is the inverse aspect ratio. ny, and ng are the primary
and secondary RE densities, and the critical electric field
Ec = nqu 1n/\/4716§mec2 (~ 9.17 x 1072 n, [V/m, n. in
m~3]), respectively. Equation (2) expresses the electric
field diffusion and this equation is closed by the Ohm’s law
(Eq. (3)), where we assume that the current density con-
sists of two components: the bulk current, o E, and the
RE current, ecn,. The boundary condition for the electric
field is obtained by the expression of E in vacuum region:
E(r) o« In(r/b) and E(r = b) = 0, where b is the location of
the wall. The total RE density 7, is evaluated from the sum
of the primary (n,,) and secondary () REs; they are eval-
uated from Eqgs. (4) and (5), respectively. In Eq.(4), the
rate of the primary RE generation, which is the seed gen-
eration for the subsequent secondary generation, is given
by calculating the flux through the boundary of momen-
tum calculation domain: 0 < p < pmax, Where (Pmax)?/2me
~ 0.5MeV. This means that the electrons whose momen-
tum is greater than pp, are regarded as REs. Because our
research focuses on not the RE energy distribution but the
number of REs generated in a disruption, the evolution of
fin the p > pnax region is not calculated. By the same
token, we assume that REs travel with the velocity of light
in order to simplify the treatment of relativistic REs. The
rate of the secondary RE generation dn/dr [8], Eq. (5),
which is caused by the avalanche mechanism, is given by
a function of the RE density n; and the electric field nor-
malized by the critical electric field E/E( rather than the
momentum distribution. This is because the secondary RE
generation rate is insensitive to the primary RE energy [9].

To calcuLate the conductivity, oy, and the collision
coefficients, D¢ and Fc, requires the background plasma
temperature, therefore, the evolution of the plasma temper-
ature being given as a function of time. Here, the decay of
the plasma temperature is modeled with the time constant
of the thermal quench 7:

T(t,p) = (To(p) = Te(p) exp (~t/7q) + Ti(p),  (6)

To(p) = (To(0) = To(D)(1 — p*)* + To(1), (7)
Ti(p) = Tr(0)(1 - 0.90%), (8)

Table 1 Plasma parameters employed in this paper [2,12].

Radii R=62m,a=20m,b=24m

Initial current 15 MA
Current density | jo(1 — p'74)323

Initial temperature | 7o(0) = 22.7keV, Ty(1) = 2.27keV
Post-quench temp.|7T¢(0) = 10 eV

Density profile  |n(p) = (n(0) — n(1))(1 — p*)°%7 + n(1)
n(0) = 1.06 x 102°m=3
(1) = 1.06 x 10m=

Zeg =1
Deuteron

Effective charge

Ion species

where p denotes the normalized minor radius, whereas T
and T are the initial and post-quench temperature, respec-
tively. In Fokker-Planck simulations, electrons and ions
are assumed to have the same temperature.

For simulations, we choose ITER-like parameters tab-
ulated in Table 1. The simulations were performed with
the number of the grids (N, Ng, N;) = (1024, 64, 32) and
it was decomposed into 1024 cores by Message Passing
Interface.

In the followings, in order to examine the effect of
the hot-tail, comparisons have been made for the results
including and excluding the hot-tail effect. The results ex-
cluding the hot-tail effect are obtained by the simulation
which uses the theoretical RE generation rate model for
Dreicer generation rate [10] instead of Eq. (4). The expres-
sion of the theoretical model is given by:

1 dng

= Cr(@, Zep) E7150
ne dt

A 2
X exp (— ‘:g - wlir(a',zeff)]’ )]

where, E = E/Ep, a = Ech/T,

1
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and Cr(a, Z.¢) is an unknown constant of order unity in
&. The unknown constant Cy is chosen to be 0.35 for the
following calculation. This value is conventionally used in
RE simulations [11].

>

I'a, Zeg) =

3. Results

The hot-tail effect becomes effective when the thermal
quench time is shorter than the electron-electron slowing
down time for a few times of the initial thermal velocity
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Fig. 1 RE currents versus thermal quench time are shown. Solid
and dotted curves denote the RE currents including and
excluding the hot-tail effect. Red, green, and blue curves
are the net RE, the primary RE, and the secondary RE
current, respectively.
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Fig.2 Evolutions of total, RE, and ohmic current for 7, =
2.0ms. Solids and dotted curves denote the results in-
cluding and excluding the hot-tail effect.

[4]. The e-e slowing down time is given by:

2.3
U

4ﬂe§m

7€) =0.5 (10)

neqg*In A’
Figure 1 shows the relation between the thermal quench
time to generated RE currents after the steady state is
reached with RE current plateau in the simulations. The
horizontal axis denotes the thermal quench time and the
vertical axis denotes the amount of the RE current, where
the total, primary, and secondary currents are plotted.
Dashed vertical lines show the e-e slowing down time
calculated with the test-particle velocity of 2vy, and 3vy,.
From Fig. 1, it is found that when 74 becomes shorter than
75(3vw), the net RE current becomes larger than those cal-
culated excluding the hot-tail effect. The primary RE cur-
rent is seen to be comparable with the secondary RE cur-
rent when 7 is shorter than 2 ms. Because the RE current
is generated to compensate the poloidal magnetic flux dur-
ing the resistive decay of the ohmic current, the secondary
RE current generation becomes less pronounced for the
case where the primary RE current reaches the magnitude
large enough to maintain the electric field below E¢. Fig-
ure 2 shows the evolutions of total, RE, and ohmic current
for 7y = 2.0ms in Fig. 1. It is found that the generation of
RE current and the decay of the ohmic current are triggered
earlier owing to the hot-tail effect. This is because hot-tail
electrons can become REs easily even with the weak elec-
tric field due to the low collisionality.
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Fig. 3 Current density profiles for 7y = 4.0ms, 2.0 ms, and 1.15
ms are shown. Solid and dotted curves denote the RE cur-
rent density including and excluding the hot-tail effect.
Green and blue curves are the primary and secondary RE
current density at the time when the induce electric field
vanishes after the current quench.
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Fig. 4 The primary RE current density profiles for 2.0 ms in the
logarithmic. Solid and dotted curves denote the RE cur-
rent density including and excluding the hot-tail effect,
respectively.

Figure 3 shows the RE current density profiles for (a)
74 =4.0ms, (b) 7q = 2.0ms, (c) 7q = 1.15 ms, respectively.
From Fig. 3 (a), when 74 is longer than 7,(3vy,) ~ 3.88 ms,
the primary and the secondary RE current density profiles
are in good agreement to those excluding the hot-tail ef-
fect. On the contrary, Fig. 3 (b) shows that the hot-tail ef-
fect changes not only the amount of RE current but also
the RE current density profile, being broader in the case
including the hot-tail generation. The enlargement of pri-
mary RE current density profiles are displayed in Fig. 4.
We see that the hot-tail effect reduces the primary RE cur-
rent density around magnetic axis and enhances it in outer
region (p > 0.4).

Such changes of the RE current density profiles can
be explained as follows. In Figs. 5 (b), (c), and (d) a small
peak of the primary generation rate at f~ 10ms corre-
sponds to the hot-tail generated REs. Because of the high-
velocity of the hot-tail electrons, they can be REs even
with the weak electric field. Conversely, if the hot-tail ef-
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Fig. 5 Evolutions of (a) the induced electric field, (b) the RE
generation rate on axis, (c) that on p = 0.33, and (d) that
onp = 0.52 for 7y = 2.0 ms. In Fig. (d), the RE generation
rates excluding the hot-tail effect are not displayed since
they are negligibly small in this scale.

fect is excluded, the first peak of the primary RE genera-
tion rate is yielded at # ~ 15 ms [Figs.5(b) and (c)]. The
hot-tail REs are yielded at the earlier time than the Dre-
icer generation and they also trigger the secondary gener-
ation. Such an earlier onset on the secondary generation
maintains the induced electric field weaker (in Fig. 5 (a))
to be consistent with the conservation of the poloidal flux.
Hence the subsequent Dreicer generation at t ~ 15 ms de-
creases since the Dreicer generation rate is sensitive to the
electric field strength. As seen in Fig.5 (b), because the
decrement of the second peak (r+ ~ 15ms) is greater than
the increment of the first peak (# ~ 10 ms), the primary REs
slightly decrease on the axis. From a similar comparison,
we see why the primary REs increase in the outer region
(o > 0.4). Finally, small changes of the primary RE profile
in Fig. 4 is amplified by the avalanche effect, and the sec-
ondary RE current density profile is modified as illustrated
in Fig. 3 (b).

Figure 3 (c) illustrates the calculated RE current den-
sity profile for 74 = 1.15 ms, where the hot-tail effect dom-
inates RE generation on-axis. In this case, the primary
RE current density is evaluated to be much larger than in
the case excluding the hot-tail effect for the whole radial
zone. In the inner radial zone (o < 0.2), the resistive de-
cay of the poloidal magnetic flux is compensated solely by
the primary RE generation rate owing to the high primary
generation rate as shown in Fig.6(b). This reduces the
electric field around the axis to nearly zero (in Fig. 6 (a)),
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Fig. 6 Evolutions of (a) the induced electric field, (b) the RE
generation rate on axis, and (c) that on p = 0.52 for 74 =
1.15 ms. In Fig. (c), the RE generation rates excluding the
hot-tail effect are not displayed since they are negligibly
small in this scale.

therefore the secondary generation being suppressed. On
the contrary, in the outer region (p ~ 0.5), the electric
field is maintained enough to generate secondary REs (in
Figs. 6 (a) and (c)). Consequently, the secondary RE cur-
rent density profile becomes hollow.

4. Conclusion and Discussion

We have applied the kinetic Fokker-Planck simula-
tion code TASK/FP to describe the evolution of electron
distribution function during the RE generation in ITER-
like plasmas including the hot-tail effects. The hot-tail
becomes important when the thermal quench time 74 is
shorter than the typical slowing time of electrons with a
few times of the initial thermal velocity 75¢(2 — 3v). We
have confirmed that, if the thermal quench is sufficiently
faster than the condition, the primary RE current carried
by the hot-tail electrons becomes larger than the secondary
RE current generated by avalanche effect. We have found
that the hot-tail effect also strongly affects the radial profile
of RE current density.

Since the generation of hot-tail electrons, inductive
toroidal electric field, and secondary electrons are strongly
coupled with each other, careful analyses are required for
quantitative prediction of RE generation. For the mitiga-
tion of RE generation, massive gas injection (MGI) has
been proposed and tested in tokamak plasmas, since MGI
is expected to increase the plasma density and Z.¢ and to
suppress the generation of REs by high collisionality. If
MGTI also shorten the thermal quench time, however, the
hot-tail effect may enhance the primary RE generation and
nullify the mitigation of REs. The analysis MGI is left for
future study including the modeling of thermal quench.
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