
Plasma and Fusion Research: Regular Articles Volume 11, 1405117 (2016)

Free-Surface Characteristics of a Liquid Li Wall Jet∗)

Takuji KANEMURAa), Hiroo KONDOb), Hirokazu SUGIURA1, c), Sachiko YOSHIHASHI1, d),
Eiji HOASHI1), Takeo MUROGA2), Tomohiro FURUKAWA, Yasushi HIRAKAWA, Eiichi WAKAI

and Hiroshi HORIIKE1, e)

Japan Atomic Energy Agency, Oarai, Ibaraki 311-1393, Japan
1)Osaka University, Suita, Osaka 565-0871, Japan

2)National Institute for Fusion Science, Toki, Gifu 509-5292, Japan

(Received 20 February 2016 / Accepted 28 July 2016)

In this study, the free-surface characteristics of a liquid Li wall jet for the Li target of the International
Fusion Materials Irradiation Facility (IFMIF) are comprehensively reviewed. In developing the IFMIF Li target,
a scientific understanding of the free-surface wave characteristics and the development of diagnostic tools to
measure these characteristics were critical issues. The same issues must be faced in other liquid metal applications
in fusion engineering, such as liquid first walls or liquid diverters. Thus far, diagnostic tools and methods to
measure all of the characteristics of waves (i.e., wavelength, wave period, wave speed (free-surface speed), wave
height (amplitude)), and average jet thickness have been developed, and the probability distributions applicable
to these wave parameters, as well as their statistical characteristic values, have been determined, validating the
stability of the IFMIF Li target. Our findings, both the wave characteristics and the diagnostic tools, can be applied
to not only the IFMIF Li target but also innovative liquid metal diverters or first walls in fusion engineering.
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1. Introduction
1.1 Liquid-metal free-surface flow applica-

tions in fusion engineering
Liquid metals interest fusion science researchers en-

gaged in developing innovative fusion-related devices,
such as the first walls of inertial confinement fusion reac-
tors [1, 2] and magnetic confinement fusion reactors [3, 4],
diverters [5], blankets [6], and liquid Li target flow at the
International Fusion Materials Irradiation Facility (IFMIF)
[7]. The removal of the ultra-high heat loads from plasmas
and beams is a crucial engineering issue in such devices.
Liquid metals can receive high heat loads from plasma or
beams because liquid metals have wide temperature ranges
between their melting and boiling points and high thermal
conductivities. Liquid metals have received considerable
attention as heat removal media, and researchers have pro-
posed liquid-metal free-surface flow over a structural ma-
terial (solid) in such devices. The flow can be exposed to
vacuum or plasma directly without a window material.

We are involved in the development of the liquid Li
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target at IFMIF. IFMIF has an accelerator-based intense
neutron source that uses Li(d,xn) reactions where a high-
speed Li jet is bombarded by two 40 MeV and 125 mA
deuteron beams (total beam power: 10 MW). The Li jet
is called the Li target. It flows in a vacuum of 10−3 Pa
with no beam window so that it can exist in the beam path.
The flow stability of the Li target is crucial for IFMIF. A
40 MeV deuteron penetrates 22 mm into the Li target. Ac-
cordingly, the thickness of the Li target must be greater
than 22 mm to stop the beams completely. To ensure safety,
the Li target should be as thick as possible. From the view-
point of neutron transport, neutrons must not be deceler-
ated in the target; therefore, the Li thickness should be
as thin as possible. Considering these requirements, the
Li target thickness is determined to be 25 mm. The per-
missible non-uniformity is defined as ±1 mm in thickness.
The design requirements (specifications) of the Li target
are listed in Table 1. IFMIF is now in the Engineering Val-
idation and Engineering Design Activities stage (called the
IFMIF/EVEDA project) [8]. This project is being jointly
pursued by Japan and Europe.

1.2 Issues pertaining to liquid-metal free-
surface flow applications

In general, liquid metals are used at high temperatures.
Corrosion and erosion damage of structural materials must
be reduced to ensure long-term system integrity. In partic-
ular, when using liquid Li, a popular metal in fusion en-
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Table 1 Primary requirements of the IFMIF Li target.

Table 2 Diagnostic tools and methods of measuring Li free-surface flow characteristics.

gineering, its high chemical reactivity needs to be consid-
ered.

When considering the use of a liquid metal in a
magnetic confinement fusion reactor (e.g., a liquid metal
first wall), it is necessary to overcome the magneto-
hydrodynamic (MHD) pressure loss in high-level magnetic
fields. A possible countermeasure is to coat the piping with
an electrical insulation film.

In addition, scientific understanding of the free-
surface stability is important. If liquid metal flow is used
in the diverter or the first wall to cover structural mate-
rials and to mitigate heat flux, the flow has a free sur-
face, and free-surface fluctuations due to surface waves
or free-surface turbulence need to be measured to under-
stand their characteristics as design input data for device
development. Accordingly, the development of diagnos-
tic tools to measure liquid metal free-surface conditions is
crucial. Diagnostic tools developed for water flow cannot
be applied, primarily due to liquid metals’ opacities, spec-
ularities, and high operating temperatures (the high chem-
ical reactivity of Li). Thus, special diagnostic methods of
measuring these characteristics must be developed. This is
a common issue in the development of liquid-metal free-
surface flow applications in fusion-related devices.

1.3 Study purpose
As stated above, the development of relevant diag-

nostic tools and gaining scientific understanding of liquid-

metal free-surface flow characteristics are common issues
in the development of liquid-metal free-surface flow appli-
cations in fusion-related devices and facilities (the MHD
problem is only related to magnetic confinement fusion re-
actors, not to inertia confinement reactors or the IFMIF Li
target).

In this study, we focus on these two issues. We are in-
volved in the development of the IFMIF Li target. We have
developed diagnostic tools to measure the properties of the
Li target flow and have measured and examined these prop-
erties using the developed tools. In this study, we review
our findings that are related to the properties of the Li tar-
get flow. We believe that our results will contribute to the
advancement of liquid metal applications in fusion engi-
neering.

2. Diagnostic Tools for Liquid-Metal
Free-Surface Flow
Table 2 lists the diagnostic tools and methods devel-

oped or employed by us for a Li jet. They are classified into
three categories: 1) imaging devices, 2) contact-type sen-
sors, and 3) non-contact-type sensors. In this section, we
briefly outline these categories. Detailed information con-
cerning the diagnostics and methods is provided in Sec. 4
and in the references.

1405117-2



Plasma and Fusion Research: Regular Articles Volume 11, 1405117 (2016)

2.1 Imaging devices
A generic video camera is useful to monitor flow vi-

sually during an experiment. The camera obtains images
of the flow continuously. However, the frame rate of a
generic video camera is not high (usually approximately
30 frames per second (fps)). Therefore, it is not possible
to capture high-speed phenomena occurring at frequencies
greater than 30 fps.

A high-speed video (HSV) camera can overcome this
problem. We used Photron Fastcam SA 1.1, SA-5, and
SA-X HSV cameras. These cameras can achieve the frame
rates required to visualize free-surface waves on a Li jet
of up to 20 m/s. However, depending on the frame rate
selected, the recording time can be as low as 1 s.

2.2 Contact-type diagnostic tools
A contact-type liquid level sensor (a contact probe)

detects contact signals between the probe and the Li sur-
face, and the detected signals can be used to analyze the
free-surface fluctuation characteristics statistically [9–12].
The obtained characteristics are the wave period, wave-
length, and wave height (amplitude) of the free-surface
fluctuations. The greatest benefit of this method is that
it enables the probability distributions and statistical val-
ues of the abovementioned characteristics to be obtained.
We introduced the log–normal distribution for the wave pe-
riod and wavelength distributions and the Rayleigh distri-
bution for the wave height distribution. We demonstrated,
for the first time, that the measurement results of the Li jet
agreed well with the abovementioned probability distribu-
tions. These distributions were derived from the random-
phase/amplitude model of ocean waves (the model is de-
scribed in Sec. 4.3). Therefore, the measured free-surface
fluctuations of the Li jet were determined to be stochasti-
cally random phenomena.

2.3 Non-contact-type diagnostic tools and
methods

There are a few non-contact-type diagnostic tools or
methods.

The laser probe (LP) method [13, 14] is a laser-based
non-contact method that can be used to measure jet thick-
ness and wave height. We developed the LP method
following the analysis method (zero-up crossing method)
used in the random-phase/amplitude model, which is also
employed in the contact probe method. The biggest ad-
vantage of the LP method is that the Li jet thickness and
free-surface fluctuations can be measured with high preci-
sion and accuracy from a long distance (in a contactless
manner).

The pattern projection method can be used to mea-
sure the three-dimensional (3D) shape of an object based
on the Fourier-transform profilometry method. We used
this method to measure the shapes of free-surface wakes
generated at the nozzle edge [15].

The surface-wave tracking (SWAT) method is based
on the particle image velocimetry (PIV) technique, which
is typically applied to water (a transparent fluid) to measure
two-dimensional (2D) or 3D velocity fields using cross-
correlation values in the two interrogation regions of the
double-image seeding tracer particles. PIV is a powerful
method of investigating flow fields; however, it has a fun-
damentally unavoidable problem regarding its application
to Li flow, which is that tracer particles cannot be seeded
into a Li circulation loop. Therefore, we developed a
SWAT method to measure the surface-wave velocities. The
developed SWAT method enables the measurement of 2D
surface-wave velocity distributions via cross-correlation
analysis of the intensity patterns generated by free-surface
waves without seeding tracer particles [16–18].

3. Experimental Facilities
This section describes two experimental facilities

where we conducted experiments, namely, the Osaka Uni-
versity Li loop and the EVEDA Li test loop (ELTL). In the
framework of the key element technology phase (KEP) of
IFMIF, which lasted from 2000 until 2002, the former Os-
aka University Li loop [19] was modified to perform exper-
iments on a high-speed (up to 16 m/s) liquid Li jet simulat-
ing the IFMIF Li target [20]. After successful experiments
in the Osaka University Li loop, ELTL was constructed in
the Oarai R&D center of the Japan Atomic Energy Agency
in the framework of the IFMIF/EVEDA project.

3.1 Osaka University Li loop
Figure 1 shows the piping and instrumentation dia-

gram (P&ID) of the Osaka University Li loop. The Li
inventory is 420 l. The main loop consists of an annular
linear induction pump-type electromagnetic pump (EMP),

Fig. 1 Piping and instrumentation diagram of the Osaka Univer-
sity Li loop. The bold line shows a main circulation pipe,
with arrows indicating the flow direction. The cold trap is
a purification device using the precipitation of impurities
oversaturated in the cooled liquid Li.
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Fig. 2 Configuration of the test section of the Osaka University
Li loop. Li pumped by the EMP flows into the test sec-
tion. A wall jet is generated along a straight horizontal
70-mm-wide flow channel after the Li passes through a
honeycomb, three perforated plates, and a nozzle.

an electromagnetic flow meter (EMF), two test sections
for heat transfer under transverse magnetic fields and for
high-speed jets (only the test section for the high-speed jet
is shown), and a void separation tank. These components
are connected by 2-inch-diameter 304 stainless steel pipes.
The maximum flow rate of the EMP is 670 l/min, corre-
sponding to a jet speed of 16 m/s at the test section. Here
the mean jet speed (Um) is calculated by dividing the flow
rate (F) by the cross-sectional area (A) of the nozzle outlet
(Um = F/A). In IFMIF, Li flows in a vacuum. In contrast,
the Osaka University Li loop is operated in an Ar atmo-
sphere of 0.12 - 0.15 MPa because cavitation occurs at the
suction side of the EMP due to the insufficient gravity head
from the void separation tank to the EMP if the loop is op-
erated in a vacuum. The operating temperature is 300 ◦C
to prevent the Li from accidentally freezing (the melting
point of Li is 180.7 ◦C).

The configuration of the test section for high-speed jet
experiments is shown in Fig. 2. The test section is com-
posed of a flow straightener (a honeycomb and three per-
forated plates), a two-stage contraction nozzle, and a 70-
mm-wide straight flow channel. The flow channel is placed
horizontally to vary the velocity from stagnant to > 15 m/s
and is incorporated into a vacuum chamber equipped with
three view ports from which to observe or measure the Li
jet. The nozzle has two contraction sections, as shown
in Fig. 3. The nozzle of the Osaka University Li loop is
a 1/2.5 scale model of the IFMIF nozzle. The thickness
and width of the Li target at the nozzle exit are 10 mm and
70 mm, respectively. The design of the IFMIF nozzle was
formulated during the conceptual design activities phase
of IFMIF [21, 22]. The contraction ratios of the first and
second parts are 4 and 2.5, respectively.

Fig. 3 Cross-sectional drawing of the nozzle of the Osaka Uni-
versity Li loop. This two-stage contraction nozzle is a
1/2.5 scale model of the IFMIF nozzle [21, 22]. The to-
tal contraction ratio is 10. The nozzle exit is smoothly
connected to the horizontal flow channel.

Table 3 Re, We, and Fr numbers for the Osaka University loop.

Table 3 lists the Reynolds (Re), Weber (We), and
Froude (Fr) numbers under typical experimental condi-
tions (a jet speed of 15 m/s). These dimensionless num-
bers, employed in fluid mechanics, are useful when ana-
lyzing free-surface flows. The Re number is defined as the
ratio of the inertial forces to the viscous forces and con-
sequently quantifies the relative importance of these two
types of forces. When the Re number is low, viscous forces
are dominant and laminar flow occurs. In contrast, when
the Re number is high, inertial forces are dominant and tur-
bulent flow occurs. The We number is used as a measure
of the relative importance of a fluid’s inertia compared to
its surface tension. The Fr number is used as a measure
of the relative importance of a fluid’s inertia compared to
an external field (e.g., the gravitational field). When the
We and Fr numbers are high, restoring forces acting on
the free surface (e.g., the surface tension and gravity) are
weak compared to the inertial forces, and the free surface
fluctuates. All of the numbers in Table 3 are very large,
suggesting that the jet is in a turbulent condition and that
the jet’s free surface is not smooth.
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Fig. 4 Piping and instrumentation diagram of the ELTL main
loop. The main Li path is indicated by the solid arrows.
TA is located at the top of the loop inside the confinement
vessel. The path of the dotted line arrows, indicated by
(b), shows the flow line bypassing the TA.

3.2 ELTL
Figure 4 shows the P&ID of the main loop of ELTL.

The Li inventory in ELTL is 5 m3 (5000 l), and the plat-
form size of ELTL is roughly 20 m × 20 m × 20 m. The
detailed design of ELTL is described in Refs. [23–27]. The
main Li loop was designed to supply liquid Li to the target
assembly (TA) where the Li target is produced. The main
loop consists of 6-inch pipes made of AISI-type 304 stain-
less steel, the TA, a quench tank, an EMP, an EMF, a heat
exchanger (HEX), and valves. The tanks are connected to
an Ar gas supply system and vacuum pumps to control the
pressure and for evacuation. The main loop of ELTL has
two flow paths: (a) a flow path through the TA (denoted
by the bold arrows) and (b) a flow path bypassing the TA
(denoted by the dotted arrows). The maximum flow rate
of the EMP is 0.05 m3/s (3000 l/min), corresponding to a
Li target speed of 20 m/s. The operational temperature and
Ar pressure range from 250 ◦C to 350 ◦C and from 10−3 Pa
to 0.12 MPa, respectively.

Fig. 5 TA configuration. The design of the ELTL TA is identical
to that of the IFMIF TA except for the width of the flow
channel (ELTL: 100 mm, IFMIF: 260 mm). The compo-
nents of the TA are nearly the same as those of the Osaka
University Li loop test section. The main differences be-
tween them are the flow channel orientation and the cur-
vature.

Table 4 Re, We, and Fr numbers for ELTL.

Figure 5 shows the configuration of the TA. The major
components of the TA are a flow straightener (II-1), double
contraction nozzle (III), and back plate (IV) [23]. Liquid
Li supplied to the TA flows through the contraction nozzle,
and the Li target flow (wall jet) is formed along the back
plate. The thickness and width of the Li target at the nozzle
exit are 25 mm and 100 mm, respectively. Only the width
is scaled down from 260 mm to 100 mm compared to that
of IFMIF (see Table 1). The Li target can be observed and
measured in detail through a viewing port (V-1).

Table 4 lists the Re, We, and Fr numbers under typical
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experimental conditions (a jet speed of 15 m/s) at ELTL.
The Re and We numbers are comparable to those of the
Osaka University loop; however, the Fr number is much
smaller than that of the Osaka University loop. This is be-
cause the acceleration perpendicular to the flow direction
(a) is different in the two cases. For the Osaka University
loop, a is the gravitational acceleration (g). In contrast, for
ELTL, a is the centrifugal acceleration (ac). Interestingly,
the Fr number is independent of flow velocity for ELTL
(Fr = U2/acL = R/L). Therefore, if the stability of the
Li target in ELTL depends on the Fr number, it can be ex-
pected that the stability will remain unchanged even when
the flow velocity is changed.

4. Flow Characteristics
This section summarizes our results, including some

new experimental results obtained from ELTL, from the
viewpoint of the wave characteristics (i.e., wavelength,
wave speed, wave period, and wave height (amplitude))
and the average target thickness. In addition, the measure-
ment and analysis methods are described.

4.1 Wavelength and flow appearance
Wavelengths are measured using an image measure-

ment technique. Therefore, selecting a suitable camera is
important. A camera with a wide dynamic range in terms
of color tone needs to be selected because the liquid metal
free surface is specular.

In our previous experiments, free-surface pictures
were captured using a charge-coupled device camera (Sen-
sicam qe, PCO AG) and a stroboscopic light source with a
short light emission pulse of 20 µs. Figure 6 shows three
images of liquid Li free surfaces near the nozzle exit at ve-
locities of 3 m/s, 7 m/s, and 13 m/s that were obtained in
the Osaka University loop [28]. At lower velocities, the
surface was fully smooth and few waves were generated
on the surface, as shown in Fig. 6 (a). At velocities of 5 -
8 m/s, periodic 2D waves were observed a short distance
from the nozzle exit, as shown in Fig. 6 (b). Similar peri-
odic waves were observed on a water jet free surface by
Itoh [29] and on a Li jet surface by Hassberger [30]. These
periodic waves are generated due to the instability of the
shear layer existing underneath the free surface immedi-
ately after the nozzle exit [31]. In other words, the exis-
tence of these periodic waves indicates that the boundary-
layer flow at the nozzle exit is still laminar. At veloci-
ties greater than 9 m/s, no 2D waves were observed and
the surface was covered by irregular waves, as shown in
Fig. 6 (c). In this velocity range, the boundary-layer flow
at the nozzle exit is turbulent, according to Ref. [29]. The
aforementioned free-surface observations made in our ex-
periment are consistent with the results given in Ref. [29].
The wavelengths of the periodic 2D waves near the nozzle
exit were measured from the images, and their dependence
on the We number was examined. The experimental results

Fig. 6 Image of the Li free surface obtained at the Osaka Uni-
versity loop: (a) Um = 3 m/s, (b) Um = 7 m/s, and
(c) Um = 13 m/s. These images were taken from the
view port above the nozzle. Li flows rightward. At
Um = 3 m/s, no traveling waves are observable (lam-
inar flow occurs at the nozzle exit). At Um = 7 m/s,
small periodic traveling waves are evident just after the
nozzle edge (laminar flow still occurs at the nozzle exit).
At Um = 13 m/s, only irregular waves are observable on
the entire free surface (turbulent flow occurs at the nozzle
exit). The dependence of the free surface appearance on
the flow speed provides information about the change in
the flow conditions at the nozzle exit.
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agreed closely with those predicted using the linear stabil-
ity theory of a shear layer underneath a free surface [28].
This agreement clearly indicates that the dominant restor-
ing force acting on the waves is the surface tension, not
gravity.

In recent experiments, we used an HSV camera (Fast-
cam SA series, Photron Limited) to visualize and examine
the free-surface appearance of a Li jet in detail [32]. In
general, HSV cameras have many advantages compared to
still cameras when examining random phenomena such as
irregular free-surface waves.

Note that the primary purposes of flow observation are
to define the objects to be measured (the free-surface phe-
nomena) and to estimate their temporal and spatial scales.
In our case, the free-surface phenomena are traveling ir-
regular free-surface waves (wavelength: mm-order, fre-
quency: kHz-order, amplitude: sub-mm-order) and sta-
tionary surface wakes (amplitude: mm-order). From this
viewpoint, an appropriate imaging device can be selected
depending on the purpose of the observation. For instance,
a normal video camera is suitable for continuously moni-
toring flow behavior, while a still camera with a long ex-
posure time can produce a time-averaged flow appearance.
Long-exposure photographs clearly reveal the existence of
stationary surface wakes originating at the nozzle corners
between the nozzle edge and both side walls [33–35].

Wavelengths can also be measured using a contact
probe [11]. The dominant wavelengths measured using the
contact probe agreed well with those obtained from the im-
age measurements. In addition, the obtained wavelength
distribution agreed well with the log–normal distribution.

4.2 Wave speed
Wave speeds can be measured using our developed

SWAT method [16–18]. This SWAT method is based on
the PIV technique, which is typically applied to water (a
transparent fluid) to measure a 2D or 3D velocity field us-
ing cross-correlation values in two interrogation regions of
double-images seeding tracer particles. PIV is a powerful
method of investigating flow fields; however, it has a fun-
damentally unavoidable problem when applied to Li flow,
that is, tracer particles cannot be seeded into a Li circu-
lation loop. Therefore, we developed a SWAT method to
measure the surface-wave velocities.

The developed SWAT method enables 2D surface-
wave velocity distributions to be measured via cross-
correlation analysis of the intensity patterns generated by
the free-surface waves without the necessity of seeding
tracer particles. The measurement procedure of the devel-
oped SWAT method is described and shown in Ref. [17].
By analyzing a pair of images taken sequentially at a time
interval of Δt, the movement vector (d) at a given measure-
ment point can be obtained. Therefore, the velocity vector
(u) can be calculated as follows:

u = α
d
Δt
, (1)

where α is the image scale (m/pixel). Furthermore, sub-
pixel analysis was employed to improve the measurement
resolution, which is defined as 0.1α/Δt [17].

The following two points must be emphasized when
the SWAT method is used.

The first point involves the relationship between the
surface-wave velocity (uwave) and the surface velocity of
the jet (us). In principle, uwave, not us, is measured in
the SWAT method. When the free-surface flow is lami-
nar, uwave is separable into the jet surface velocity and the
phase speed of the waves (cwave), i.e., uwave = cwave + us.
In a study conducted in the Osaka University Li loop
[16], we experimentally proved that the above relationship
(uwave = cwave + us) holds when Um ≤ 8 m/s. In this ve-
locity range, the free surface of a Li flow produced by an
IFMIF-type nozzle is laminar, as mentioned in Sec. 4.1.
In contrast, at higher velocities (e.g., Um ≥ 10 m/s), the
boundary layer at the nozzle exit becomes turbulent and
the produced free-surface is turbulent [29]. In this case,
the free-surface fluctuations are no longer waves but are
instead caused by turbulent fluid motions beneath the free
surface, and irregular patterns appearing on the free sur-
face travel at the surface velocity with zero or negligible
phase velocity (i.e., uwave ≈ us). In another study [17], it
was experimentally proven that this relation (uwave ≈ us)
holds when Um ≥ 10 m/s.

The second point concerns the effect of surface wakes
on the measurement results. It has been found that, if a
surface wake exists inside a measurement area, the mea-
sured velocity vectors are directed toward the edge lines
of the surface wakes and that their magnitudes are reduced
(5% - 10%) compared to Um [17]. This reduction may be
caused by the secondary flow induced by the surface wake.
When using the SWAT method, the measured velocity (u)
is assumed to have only x and y components and not a z
component, i.e., u = uxix+uyiy. If a relatively large locally
stationary free-surface deformation induced by the surface
wake exists, the velocity near that deformation always has
three components and is expressed as u = uxix+uyiy+uziz.
This deformation results in the measured velocities being
lower than the actual surface velocities. The actual rela-
tionship between the measured velocity and the surface ve-
locity in such cases is presently unknown. Therefore, it is
necessary to eliminate or essentially overlook results mea-
sured in the region in which a surface wake exists.

Figure 7 shows the surface velocities near the noz-
zle exit obtained at the Osaka University loop under lam-
inar conditions (Um ≤ 8 m/s) using the relationship us =

uwave − cwave [16]. In Fig. 7, the horizontal axis X indicates
a dimensionless length scale, where x is the distance from
the nozzle exit, δ2 is the momentum thickness at the nozzle
exit, and Reδ2 is the Re number based on the mainstream
velocity (Um) and the momentum thickness (δ2). For com-
parison, the surface velocities of a water jet measured using
laser Doppler velocimetry [29] are also shown in Fig. 7. us

is zero at the nozzle exit because any fluid motions contact-
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Fig. 7 Surface velocity obtained under laminar conditions at the
Osaka University loop. The filled-in symbols indicate
the experimental data obtained at the Osaka University
loop; the empty symbols indicate the experimental data
obtained at a water loop, the test section of which has al-
most the same configuration as the Osaka University loop
test section [29]. X is a dimensionless length scale, x is
the distance from the nozzle exit, δ2 is the momentum
thickness at the nozzle exit, and Reδ2 is the Re number
based on the mainstream velocity (Um) and the momen-
tum thickness (δ2).

ing a wall are bound to the wall motions due to the fluid’s
viscosity; if the nozzle remains stationary, the fluid speed
along the nozzle’s inner wall is zero. After the fluid is sep-
arated from the nozzle wall, a free surface is formed and
accelerates due to viscosity, and the free-surface velocity
(us) approaches the mainstream velocity (Um). As shown
in Fig. 7, both Li and water rapidly accelerate a short dis-
tance from the nozzle exit, and after this rapid acceleration,
us gradually approaches Um. The results for Li and water
show similar trends due to Reynolds’ law of similarity.

Figure 8 shows the 2D velocity distribution for the ve-
locity vectors measured at Um = 15 m/s at ELTL [18]. The
relationship uwave ≈ us holds at this speed. The contour
indicates the norm of the velocity vectors: U = ‖u‖ =√

u2
x + u2

y. The origin (X,Y) = (0,0) corresponds to the

deuteron beam center in IFMIF (approximately 200 mm
downstream from the nozzle exit). Li flows in the pos-
itive X direction, and the side walls are located at Y =
±50 mm. The region inside the rectangle, drawn with a yel-
low dashed line, corresponds to the IFMIF beam footprint.
The velocity distribution is sufficiently uniform for IFMIF,
and the free-surface speed is nearly equal to Um in this re-
gion. The free-surface speed measured at (X,Y) = (0,0)
closely agrees with the analytically predicted value [18].
In contrast, the effect of the surface wakes generated at the
corners between the nozzle edge and the side walls can be
seen clearly near both of the side walls and is consistent
with the results of visual observations [18].

Fig. 8 Two-dimensional surface velocity obtained at Um =

15 m/s at ELTL. The origin (X,Y) = (0, 0) represents the
IFMIF beam center. The yellow dashed rectangle shows
the corresponding IFMIF beam footprint. The side walls
are located at Y = ±50 mm. The arrows indicate the di-
rections of the Li surface velocity vectors. The contour
shows the norm of the velocity vectors.

Fig. 9 Experimental setup of the contact probe at the Osaka Uni-
versity loop. The measurement probe is installed 175 mm
downstream from the nozzle and 35 mm from the two
side walls. This location corresponds approximately to
the IFMIF beam center.

4.3 Wave period
Wave periods can be measured using contact probes.
Figure 9 shows the experimental setup of the contact

probe at the Osaka University loop. The contact probe is
equipped with a probe and a stepper motor to drive the
probe vertically. Contact signals are detected as the voltage
drops from 5 V to 0 V when the probe comes into contact
with the Li surface. The probe is scanned vertically step
by step using the stepper motor, and the contact signals are
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Fig. 10 Illustrative drawing of the contacts between the free sur-
face and the probe tip and of their contact signals (T :
contact period (wave period), S : contact duration). The
height of the probe tip equals the average jet thickness.
At this position, the contact period T can be defined as
the wave period in the same manner as in the zero-up-
crossing method [36].

recorded at each step. Therefore, this sensor provides in-
formation about surface fluctuations as ON–OFF signals at
each probe position. The sensor is installed on a viewing
port (in the figure, it is installed at port #2 located 175 mm
downstream from the nozzle exit, and the spanwise posi-
tion of the probe is set to the center of the flow channel).

Figure 10 illustrates the contacts between the free sur-
face and the probe and their time-series contact signals Ii

(i = 1 − n, where n denotes the number of signals) when
the probe tip is located at the mean liquid level [12]. In the
figure, the contact signals are digitized into 1 and 0 to in-
dicate contact and no contact, respectively. In principle, as
shown in Fig. 10, the time period between each contact at
the mean liquid level is thought of in the same way as the
wave period defined by the zero-up-crossing method that
is used to define a “wave” in the random-phase/amplitude
model [36] (this model is briefly explained later in this sec-
tion). Therefore, the wave period T j ( j = 1 − k, where k
denotes the number of contacts) can be obtained from the
contact signals recorded at the mean liquid level. Then,
histograms of the wave period and wave period distribu-
tions can be obtained.

Figure 11 presents the distribution of the non-
dimensional wave period τ, which is defined as the wave
period (T ) divided by the mean wave period (T ), obtained

Fig. 11 Non-dimensional wave period distribution obtained
175 mm downstream from the nozzle exit in the Osaka
University loop. The filled-in circles represent the ex-
perimental data. The solid line shows the log–normal
distribution derived from the random-phase/amplitude
model of ocean waves.

experimentally 175 mm downstream from the nozzle exit
at a jet velocity of 15 m/s in the Osaka University loop [12].
The solid line was obtained from the following log–normal
distribution:

p(τ) =
1√

2πδτ
exp

⎡⎢⎢⎢⎢⎢⎣−1
2

(
logτ − μ
δ

)2⎤⎥⎥⎥⎥⎥⎦ , (2)

where μ and δ denote the mean and standard deviation of
log τ, respectively. As shown in the figure, the measured
data agree well with the log-normal distribution. This dis-
tribution has its peak at T < T . The measured results show
that the surface waves are composed of waves with various
wave periods but are dominated by high-frequency waves.
Kitano et al. [37, 38] derived this distribution based on the
random-phase/amplitude model.

Here, we outline the random-phase/amplitude model
[36], which is a basic means of describing a random sur-
face elevation. First, this model is based on the stochastic
properties of the surface elevation rather than its hydrody-
namic properties. The surface elevation at any one location
and at any one moment in time is treated as a random vari-
able (a variable whose exact value cannot be predicted).
In other words, we do not attempt to determine an exact
profile of the surface elevation by solving the deterministic
Navier–Stokes equations. Second, in this model, the sur-
face elevation is considered to be the sum of a large number
of statistically independent, harmonic waves (a Fourier se-
ries), each with a constant amplitude and a phase randomly
chosen for each realization of the time record. Third, this
model is based on the assumption that the surface elevation
is a stationary Gaussian process.

For such a process, Rice [39, 40] derived an analytical
expression for the mean frequency of the level crossing in
terms of the variance density spectrum, which shows how
the variance of the sea-surface elevation is distributed over
the frequencies of the wave components that create sur-
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face fluctuations. With this expression, it can be shown
that, for waves with a narrow spectrum, the wave height
is Rayleigh-distributed with the zeroth-order moment of
the wave spectrum as the only parameter. Observations
at sea have shown that this is also the case for waves with
a broader spectrum. Section 4.4 compares the experimen-
tally obtained wave height distribution with the Rayleigh
distribution.

For random ocean waves, the wave period distribu-
tion is as important as the wave height distribution be-
cause these distributions are representative of the wave
properties as well as the frequency spectra [36]. In con-
trast to the wave height distribution, the wave period dis-
tribution is difficult to obtain theoretically. Ocean wave
researchers have attempted to derive the wave period dis-
tribution theoretically [41–43]. However, as pointed out
by Kitano, their theories have unrealistic features; in par-
ticular, the variances of the derived wave period distri-
butions do not converge. With this lack of convergence
in mind, Kitano [37, 38] derived the log–normal distri-
bution empirically rather than deductively (based on the
random-phase/amplitude model). The log–normal distri-
bution is the best approximation of the experimentally ob-
tained wave period distributions, as shown in Refs. [37,38].
We expect that a sound theory for deriving the log–normal
distribution will be established in the near future. Log–
normality itself is observed widely in turbulent flows (e.g.,
turbulent intermittency [44, 45] or low-speed streaks in the
near-wall region of a turbulent boundary layer [46]). A
log–normal process is the statistical realization of the mul-
tiplicative product of many independent random variables,
each of which is positive. Therefore, the log–normality
of the wave period distribution may arise from the inter-
actions of many independent vortices underneath the free
surface.

4.4 Wave height (amplitude)
In the development of the IFMIF Li target, the wave

height (amplitude) is the most important wave parameter
to be measured because a highly stable high-speed jet is
required for IFMIF.

Wave heights can be measured using the contact probe
and the LP method. In the following sections, methods of
measuring wave height using both methods are described
along with new interesting experimental results obtained in
ELTL.

As illustrated in Fig. 9, the contact probe is scanned
vertically step by step to obtain the contact signals at each
step. From the obtained contact signals, a contact fre-
quency, defined as the number of contacts per second, is
calculated at each step. Then, a contact frequency profile,
or the relationship between the contact frequency and the
vertical probe position, is plotted. Finally, the differenti-
ated contact frequency profile expresses the wave height
distribution. Our previous studies contain detailed infor-

Fig. 12 Wave height distribution obtained 175 mm downstream
from the nozzle exit in the Osaka University loop. The
symbols indicate the experimental data at various jet
speeds. The solid line represents the Rayleigh distribu-
tion, which was theoretically derived from the random-
phase/amplitude model of ocean waves.

mation concerning the method [9, 10].
Figure 12 shows the non-dimensional wave height dis-

tribution obtained 175 mm downstream from the nozzle
exit in the Osaka University Li loop. The horizontal axis
denotes the non-dimensional wave height defined as the
wave height (H) divided by the mean wave height (H). The
solid line represents the following Rayleigh distribution:

p

(
H

H

)
=
π

2
H

H
exp

⎡⎢⎢⎢⎢⎢⎣−π4
(

H

H

)2⎤⎥⎥⎥⎥⎥⎦ . (3)

As shown in Fig. 12, the experimental data agree well with
the Rayleigh distribution. As mentioned in the previous
section, it is well known in the field of ocean waves that
the Rayleigh distribution is an accurate model and can be
applied to the distribution of ocean wave heights [36]. We
demonstrated for the first time that the Rayleigh distri-
bution can also be applied to the distribution of Li wave
heights despite the large differences between the surface
tensions of water and Li (the surface tension of Li (at 250 -
300 ◦C) is approximately 5 times larger than that of water
(at 20 ◦C)).

As explained in Sec. 4.3, the random-phase/amplitude
model is based on the stochastic properties of the sur-
face elevation. Furthermore, because the model was orig-
inally applied to the prediction of electrical noise [39, 40],
it does not (explicitly) depend on the physical properties
of the liquid (e.g., the parameter of the Rayleigh distri-
bution is the zeroth-order moment of the wave energy
spectrum). Based on these discussions and because the
wave height and period distributions of Li are the Rayleigh
and log–normal distributions, respectively, it is reasonable
to believe that the Li surface elevation is also a station-
ary Gaussian process and that the random-phase/amplitude
model applicable to ocean waves is also applicable to Li
waves, irrespective of differences in the material properties
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Fig. 13 Statistical wave height as a function of the mean jet ve-
locity obtained at the Osaka University loop. All of
the wave heights (the mean, significant, and maximum
wave heights) monotonically increase with the mean jet
speed.

of Li and water.
The random variables of the probability density func-

tions (the log-normal and Rayleigh distributions), derived
based on the random-phase/amplitude model, are non-
dimensionalized using the mean values of the variables
(see Eqs. (2) and (3)). Therefore, these functions yield
the “relative” characteristics of the variables. In contrast,
we expect that the “absolute values” of the statistical wave
heights, such as the mean or maximum wave height, can be
predicted using fluid mechanics because the surface eleva-
tion is generated according to fluid mechanics, not stochas-
tic theory.

From the experimental data, we can obtain the mean,
significant, and maximum wave heights [10]. Here, the
mean wave height (H) is the arithmetic mean of all of the
wave heights, the maximum wave height is the full range
of contact, and the significant wave height (Hs), which is
said to be close to the average wave height estimated by
the human eye, can be calculated to be Hs � 1.6H.

Figure 13 illustrates the statistical wave heights ob-
tained at the Osaka University loop [10]. The three
wave heights increase monotonically with increasing mean
nozzle-exit jet velocity. Thus, the flow stability decreases
with increasing jet velocity. This behavior can easily be
understood from the Fr and We numbers listed in Table 3.
These numbers increase with the increasing characteristic
velocity of the horizontal straight jet.

Figure 14 presents the statistical wave heights ob-
tained at the IFMIF beam center under an Ar pressure of
0.1 MPa at a Li temperature of 250 ◦C at ELTL. This
figure shows an interesting result. In contrast to the re-
sults obtained at the Osaka loop, the wave height reaches
a plateau near 10 m/s as the mean jet speed increases. In
addition, each statistical wave height obtained at ELTL is

Fig. 14 Statistical wave height as a function of the mean jet
speed obtained at ELTL. In contrast to the experimen-
tal results obtained at the Osaka University Li loop, at
higher jet speeds, more than approximately 8 m/s, each
statistical wave height reaches a plateau. This is advan-
tageous for an IFMIF target because this result shows
that the jet stability is unchanged within the IFMIF op-
erating range (10 - 20 m/s).

smaller than the corresponding statistical wave height ob-
tained at the Osaka University Li loop. This difference is
attributable to the effect of the centrifugal force. The cen-
trifugal force is proportional to the square of the flow ve-
locity; therefore, it is weak at low velocities. At the same
time, the destabilizing effect of the inertia force is also pro-
portional to the square of the velocity (see the definitions
of the We and Fr numbers). At higher velocities, the mag-
nitudes of the centrifugal and inertia forces become com-
parable, and the flow-stabilizing and -destabilizing effects
are balanced. Therefore, flow stability becomes constant
at higher velocities. This characteristic appears in the form
of a constant Fr number, as in Table 4.

4.5 Average thickness
The average thickness uniformity of the Li target is

crucial for IFMIF because it directly affects the spatial uni-
formity of the neutron flux distribution. Therefore, the av-
erage thickness, as well as the wave amplitude, is a key
parameter to measure to validate the Li target. The aver-
age thickness can be measured using a contact probe and
the LP method.

In measurements using a contact probe, the average
thickness is defined as the peak position of the contact
frequency profile [9]. By scanning the probe in the span-
wise direction, a spanwise average thickness profile can
be obtained, which enables the characteristics of station-
ary surface wake profiles to be examined. In a previous
study, we showed that the inevitable surface wakes orig-
inating at the nozzle corners have negligible effects on
the average thickness profile inside the IFMIF beam foot-
print [33]. Figure 15 shows the jet thickness distribution in
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Fig. 15 Thickness distribution in non-dimensional space. Black
dots indicate the experimental results obtained 175 mm
downstream from the nozzle exit at four spanwise lo-
cations at various jet speeds; the dashed blue line rep-
resents the theoretical isophase lines of the free-surface
wake for capillary waves, where n represents the phase
difference (e.g., n = 1 indicates a phase difference of
2π); and the bold red line shows the numerical cal-
culation results (the contact angle between the wall
and Li = 140◦). The non-dimensionalization parameter
2πσ/ρu02 appears explicitly in the mathematical form
of the theoretical isophase lines of the free-surface wake
when only the capillarity is taken into account.

the non-dimensional space [33]. The x-, y-, and z-axes de-
note the streamwise, spanwise, and depth-wise directions,
respectively. The position (x, y) = (0, 0) corresponds to
the corner between the nozzle edge and the side wall, and
z = 0 corresponds to the bottom of the flow channel (the
back wall). The three axes are non-dimensionalized us-
ing 2πσ/ρv20 (v0 is the mean jet speed). The experimen-
tal, numerical, and analytical results are shown in Fig. 15.
The experimental results were measured using the contact
probe in the Osaka University Li loop. The numerical
results were obtained from a computational fluid dynam-
ics calculation modeling the horizontal Li jet produced at
the Osaka loop. The analytical results were taken from
Ref. [47], in which the profile of a surface wake taking into
account capillarity alone is formulated (known as the fish-
line problem). The three results agree well, and the surface
wake profile is predictable using analytical and numerical
methods. Moreover, the wakes originating at the nozzle
corners have negligible effects on the average thickness
profile inside the beam footprint.

In measurements using the LP method, the average
thickness is defined as the arithmetic mean of the time-

Fig. 16 Average thickness of the Li jet at the beam center at
ELTL. The symbols correspond to the measurement re-
sults at various Ar gas pressures using the LP method,
and the solid line shows the theoretically predicted jet
thickness based on Bernoulli’s theorem and the law of
mass conservation. At a lower jet speeds, Li acceler-
ates due to gravity. In contrast, at higher jet speeds, the
gravitational acceleration becomes negligible, and the
Li near the back wall decelerates due to a negative pres-
sure gradient. Finally, the jet thickness approaches a
plateau when the jet speed goes to infinity.

series jet thickness data. The LP method is based on a
laser distance meter, and measurement of the distance to
the back wall is necessary to obtain the thickness infor-
mation; the jet thickness can be calculated by subtracting
the distance to the Li surface from the distance to the back
wall. Figure 16 shows the average thickness measured at
the beam center at ELTL [14]. The solid line represents the
results of an analytical prediction of the average thickness
characteristics. In the analysis, we assumed that the ve-
locity and pressure profiles of the Li jet in the streamwise
and depth-wise directions were linearly distributed under
gravity, and we used Bernoulli’s theorem and the law of
conservation of mass to derive the formula for the average
jet thickness. The experimental and analytical results agree
closely. Similar to the wave height, the average thickness
plateaus as the mean jet speed increases, because, as the
mean jet speed increases, the flow acceleration due to grav-
ity becomes negligible compared to the flow deceleration
due to the static pressure increasing along the concave back
wall, and the velocity profile becomes similar to those in
high-velocity conditions (see Eq. (8) in [14]).

The LP method is a non-contact-type measurement
method, and the distance can be measured from afar via
a laser. From the viewpoint of application in IFMIF as a
thickness monitoring device, this is very beneficial because
the components around the target assembly will be heavily
activated and available materials that can withstand such
an environment are limited.
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5. Summary
We began studies on a high-speed liquid Li wall jet

for IFMIF in 2002. At that time, there were no diagnostics
available to measure the Li jet characteristics. Since then,
we have developed various diagnostic tools reviewed in
this study and have revealed surface wave and wake char-
acteristics generated on the Li jet, as well as the average
thickness characteristics of the jet. As presented here, we
have obtained sufficient information concerning the Li jet
characteristics under “beam-off” conditions. The informa-
tion required in the next stage to refine the IFMIF Li target
design includes the Li jet characteristics under “beam-on”
conditions, simulating deuteron beam irradiation.

Our achievements have contributed significantly to the
development of the IFMIF Li target. Both the wave char-
acteristics and the diagnostic tools can be applied not only
to the IFMIF Li target but also to innovative liquid metal
diverters or first walls in the field of fusion engineering as
well as to liquid metal targets for high-power beams. We
hope that our findings will also contribute to these applica-
tions.
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