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Chemical sputtering on a graphite (0 0 0 1) surface due to hydrogen atom bombardment was investigated by
a molecular dynamics simulation. To understand the temperature dependence of the sputtering yield of CHx and
C2Hx, two thermostat methods used to control material temperature, the Langevin and Berendsen thermostats,
were compared. The simulated sputtering yield of CH4 with a peak at 600 K under the Langevin thermostat
agreed with experimental observations. The present simulation showed that the sputtering yield depends on the
thermal relaxation time, which is the time required for the temperature to reduce and is the second key parameter
for both thermostat methods. In addition, it was demonstrated that the Berendsen thermostat, which controls
temperature globally, provides larger sputtering yields of CHx and C2Hy than the Langevin thermostat, which
controls temperature locally.
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1. Introduction
In a nuclear fusion device, divertor plates are bom-

barded by hydrogen plasma. The divertor plates consist
of plasma-facing materials (PFM), which are typically car-
bon, tungsten, and beryllium. Carbon PFM, a low-Z mate-
rial, contributes to the achievement of high temperatures in
core plasma. However, the carbon easily creates chemical
bonds with a hydrogen (isotope) atom and ion, resulting
in problems such as tritium retention, chemical sputter-
ing, chemical erosion, and hydrocarbon impurity genera-
tion and re-deposition. The mechanisms of these chemical
processes in carbon PFM are not well understood. A re-
cent trend in research on plasma-wall interaction (PWI) is
to evaluate whether carbon or tungsten is more suitable for
the divertor plate, especially with regard to tritium reten-
tion. The purpose of the present paper is to elucidate the
mechanism of chemical sputtering on a graphite surface to
evaluate correctly the usefulness of carbon PFM.

To analyze the chemical processes involved, which
occur at the atomic scale, PWI between hydrogen plasma
and graphite surfaces was solved by a molecular dynamics
(MD) simulation. In experimental observations of PWI,
hydrocarbons generated by chemical sputtering have often
been observed; the dependence of their sputtering yields
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on material temperature, incident energy, and flux were
discussed. However, it is difficult to reproduce the depen-
dence of sputtering yield on material temperature by MD
because MD, which applies at the nanometer and picosec-
ond scale, must set the incident flux of hydrogen atoms to
1028-1030 atom/m2s, which is much higher than the exper-
imental values of 1019-1024 atom/m2s. A suitable thermo-
stat method for material temperature in the strong nonequi-
librium state caused by the high incident flux of hydrogen
atoms has not yet been developed. Though the sputtering
yields have been calculated by MD simulations [1,2], their
temperature dependence has not yet been presented. We
consider that the sputtering yields calculated by MD sim-
ulations are affected by not only the setting temperature
used in the thermostat method but also the model of the
thermostat.

In the present paper, chemical sputtering on a graphite
(0 0 0 1) surface bombarded by hydrogen atoms was simu-
lated by MD, and the temperature dependence of the sput-
tering yields of CHx and C2Hy using the Langevin and
Berendsen thermostats, which are famous thermostat mod-
els in general MD, were compared.

2. Simulation Model
This section describes the conditions of the MD sim-

ulation. A graphite material was first placed on a simula-
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tion box as a layer structure of five graphene sheets stacked
in an ABAB pattern. The graphite material consisted of
800 carbon atoms. The (0 0 0 1) surface of the mate-
rial was perpendicular to the z direction and was 20.04
× 21.69 nm2 in size. Hydrogen atoms were injected into
the surface perpendicularly at random incident positions
that were uniformly distributed in the x and y coordinates.
During the MD simulation, 1500 hydrogen atoms were in-
jected at 30 eV. To maintain the position of graphite ma-
terial in the simulation box against impacts with hydrogen
atoms, six carbon atoms in the deepest graphene sheet were
fixed in their initial positions.

Atomic interaction was modeled by two empirical po-
tential functions. One was the modified reactive empirical
bond order (REBO) potential, which represents the short-
range forces due to covalent bonds [3, 4]. The other was
the interlayer intermolecular potential with a cone cutoff
method, which represents the long-range forces acting be-
tween graphene layers [5]. These potential functions were
given complicated forms to reproduce the stabilities of sev-
eral molecular structures. The functions were constructed
using not only the distance between atoms but also infor-
mation about surrounding atoms.

The material temperature was regulated by thermostat
methods that act on carbon atoms only. In general, the
thermostat methods were characterized by two parameters,
the setting temperature Ts and thermal relaxation time τ.
In this study, the Langevin and Berendsen [6] thermostats
were compared.

In the MD simulation using the Langevin thermostat,
the equations of motion of carbon atoms were given by

ṗi(t) = −∂U(r(t))
∂ri

− γpi(t) + ξi(t) (1)

where ri and pi are the positions and momenta of atoms, re-
spectively. The coefficient of friction γ corresponds to the
inverse of the thermal relaxation time as τ = 1/2γ. Random
force ξi(t) satisfies

〈ξi(t)〉 = 0, (2)〈
ξi(t)ξj(t′)

〉
= 2Dδ(t − t′)δij, (3)

where the bracket 〈· · · 〉 indicates the expected value of ran-
dom variables, δ(t − t′) is the Dirac delta function, and δij

is the Kronecker delta. The magnification of random force
D is given by the Einstein relation,

D = γmikBTs (4)

where mi = 12 u is the mass of a carbon atom and kB is
the Boltzmann constant. In the MD simulation, random
force ξi(t) was generated by SIMD-oriented Fast Mersenne
Twister [7] and the Box-Muller transform [8].

In the MD simulation using the Berendsen thermostat,
carbon atoms obey the following equation of motion,

ṗi(t) = −∂U(r(t))
∂ri

+
1
2τ

(
Ts

T (t)
− 1

)
pi(t) (5)

where the momentary temperature T (t) is defined by

T (t) =
2

3NkBτp

t∫
t−τp

carbon∑
i

p2
i (t′)
2mi

dt′ (6)

where N = 800 is the number of carbon atoms.
Under both the Langevin and Berendsen thermostats,

T (t) approximately approaches the setting temperature Ts

according to an exponential decay curve:

T (t) = (T (0) − Ts) exp
(
− t

cτ

)
+ Ts. (7)

The parameter c = 〈E〉/〈K〉 depends on the potential form,
where E and K are the total energy and total kinetic energy,
respectively, in a canonical system. If the system is the gas
phase, c ∼ 1, because the total potential energy is about
zero; whereas if the system is the solid phase, c ∼ 2, be-
cause the total potential energy is equal to the total kinetic
energy by the equipartition of energy. The injection timing
of hydrogen atoms was determined as follows. First, we
waited for the momentary temperature T (t) to fall into the
range that

∣∣∣〈T (t)〉τp
− Ts

∣∣∣ < 50 K. Here, the time average of
the momentary temperature was calculated for τp = 0.1 ps
by

〈T (t)〉τp
=

1
τp

t∫
t−τp

T (t′)dt′. (8)

This phase continued for at least 0.1 ps and the time step
was set to 5 × 10−5 ps. Second, one hydrogen atom was
injected into the surface normally. The second phase con-
tinued for 0.025 ps at a time step of 5 × 10−6 ps. The MD
simulation subsequently returned to the first waiting phase.
These steps were repeated until 1500 hydrogen atoms had
been injected.

3. Results and Discussion
The simulation results are discussed in terms of the

dependences of sputtering yields on the setting tempera-
ture Ts and thermal relaxation time 2τ. Here, we define
the CHx and C2Hx yields as the ratio of the numbers of
generated CHx and C2Hx molecules to the number of in-
jected hydrogen atoms, which was 1500. For example,
if 15 CH4 are generated in the MD simulation, the CH4

yield becomes 10−2. The MD simulations were performed
for setting temperatures Ts of 300, 600, 900, 1200, and
1500 K and thermal relaxation times 2τ of 0.01, 0.1, 0.33,
and 1.0 ps.

Figure 1 shows the C to CH4 yields.The dependences
of the CHx yields on setting temperature and thermal re-
laxation time clearly differed between the Langevin and
Berendsen thermostats. The result for the Langevin ther-
mostats at 2τ = 0.33 ps were comparable to the experimen-
tal results. The CH4 yield in this case had a peak value at
600 K, which was 10−2. This profile of temperature depen-
dence agreed with experimental results [9–17]. In partic-
ular, the experimental results in the case of a low incident
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Fig. 1 CHx yields due to bombardment with 1500 hydrogen
atoms for the Langevin and Berendsen thermostats.
Printed values of thermal relaxation time correspond to
2τ.

energy of less than 100 eV (for example, CH4 yield due to
H+ injection at 50 eV [15]), agreed well. However, for the
Berendsen thermostat, the CH4 yield showed no peak. The
CH4 yield decreased as the setting temperature increased.
However, the absence of a peak at 600 K was not the only
anomalous behavior of CH4 yield. The C and CH yields
became small at 600 K and 2τ = 0.33 ps under both the
Langevin and Berendsen thermostats. We consider that the
generation rates of C and CH were smaller than the growth
rates to CH3 and CH4 from C and CH via CH2. Therefore,
the peak in CH4 yield at 600 K should be checked by error
bar estimation after more simulation sampling.

Both the Langevin and Berendsen thermostats were
written with only two parameters, the setting temperature
and thermal relaxation time, but they cooled or heated par-
ticles by different mechanisms. Cooling and heating by
thermostats generally affect the rate of chemical reactions.
If the thermal relaxation time is small, the difference in
particle motion controlled by thermostats is obvious. We
considered that if the parameter was ideal, the difference
in CHx yields resulting from the difference in thermostats
does not appear. The MD simulations in which the thermal
relaxation time was 0.1 ps or less, in which the CHx yields
differed between the two thermostats, could not replicate
realistic PWI.

To compare CHx and C2Hy, Fig. 2 shows the total
yields of CHx and C2Hy, i.e., the sum of C to CH4 yields

Fig. 2 Total yields of CHx and C2Hy due to bombardment of
1500 hydrogen atoms under the Langevin and Berend-
sen thermostats. Printed values of thermal relaxation time
correspond to 2τ.

(x was 0-4) and the sum of C2 to C2H6 yields (y was 0-6).
The dependency of the total yield of CHx on setting tem-
perature was weak. For the Langevin thermostat at 2τ =
1.0 ps only, the total yield of CHx decreased as the set-
ting temperature increased. For the Berendsen thermostat,
the total yield of C2Hy increased as the setting temperature
increased. The total yield of C2Hy for the Langevin ther-
mostat depended on the setting temperature more weakly
than that of the Berendsen thermostat did. In most cases,
the total yields of CHx and C2Hy for the Berendsen ther-
mostat were larger than those of the Langevin thermostat.
This difference is considered to be caused by the differ-
ence in the temperature control mechanism. The rate of
chemical reactions generally depends on the kinetic en-
ergy of each atom rather than the temperature of the en-
tire system. According to Eq. (1), the Langevin thermostat
maintained the kinetic energy of each atom independent of
the other atoms. That is, the Langevin thermostat acts as
a local thermostat. Under the Langevin thermostat, local
kinetic energy generated by exothermic reactions was ab-
sorbed by the thermostat. Because covalent bonds were
broken by the local kinetic energy, the detachment of hy-
drocarbon molecules from surfaces was suppressed under
the Langevin thermostat. On the other hand, the Berend-
sen thermostat checks only the temperature of the entire
system by Eq. (5). The Berendsen thermostat did not act
on atoms, although the fluctuation in the kinetic energy
of atoms was large as long as the momentary temperature
T (t) was close to the setting temperature Ts. That is, the
Berendsen thermostat could be regarded as a global ther-
mostat. The local kinetic energy generated by exothermic
reactions was hardly absorbed by the Berendsen thermo-
stat. After the local kinetic energy diffused to surrounding
atoms, the entire kinetic energy decreased. Therefore, the
covalent bonds were broken more easily under the Berend-
sen thermostat than under the Langevin thermostat. More-
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over, hydrocarbon molecules were more easily detached
from surfaces under the Berendsen thermostat than under
the Langevin thermostat. Thus, the fact that the total yields
of CHx and C2Hy for the Berendsen thermostat were larger
than for the Langevin thermostat, as shown in Fig. 2, can
be explained by this difference between local and global
thermostats.

4. Conclusion Remarks
The Langevin and Berendsen thermostats were used

as a temperature control method to obtain chemical re-
action rates and sputtering yields close to experimental
results. As a result, a sputtering yield of CH4 with a
peak at 600 K, in agreement with experimental results,
was observed for the Langevin thermostat at 2τ = 0.33 ps.
However, the present MD simulation did not reproduce
the chemical sputtering process at low temperatures com-
pletely. The sputtering yield of C2Hy was greater than
that of CHx in the MD simulation, whereas the sputtering
yield of C2Hy was smaller than that of CHx in experiments
[14, 15]. In general, the higher the surface temperature is,
the larger the hydrocarbon molecules detached from the
surface. Therefore, the fact that the sputtering yield of
C2Hy was greater indicates that the cooling speed of the
thermostat was low for the incident flux in the present MD
simulation. In future work, the incident flux should be set
to a smaller value.
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