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Abstract
We study an evolutional system to assist an individual to collect articles, which contain atomic and molec-

ular data, and to develop the database automatically. A text classification technique based on LVQ (Learning
Vector Quantization) is proposed and its performance is evaluated using abstracts from atomic and molecular
bibliographic databases as training and test samples.
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1．Introduction
Increasing demand from basic science and indus-

trial application requires collection and evaluation of a
large amount of atomic and molecular data [1]. Present
database development relies on manual collection of ar-
ticles including the atomic and molecular data, and ex-
traction of data. In recent times, papers in major jour-
nals have been published electronically and have been
made available on-line. Therefore, it would be possible
to develop computer software to collect articles auto-
matically. The text classification approach will be use-
ful to decide whether atomic data is included in the tar-
get article [2]. In this paper, we present the preliminary
results of LVQ (Learning Vector Quantization [3,4]),
which categorizes the paper in terms of the existence
of atomic and molecular data.

2．Learning vector quantization (LVQ)
LVQ is a well-known supervised learning algorithm

for pattern recognition. The learning is performed with
pre-categorized training samples, and the resultant LVQ
based system recognizes (classifies) unknown samples.
The learning uses a set of reference vectors generated
from several feature vectors. A feature vector represents
the characteristics of a training sample. The initializa-
tion method for the reference vectors does not affect the
learning process significantly.

Given a training sample, the nearest reference vector
(II) to a feature vector (I) is selected. When the cate-
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gories of (I) and (II) are equivalent, (II) is updated so
that it moves closer to (I). On the other hand, when the
categories are different, (II) is updated so that it is kept
away from (I). The update is performed as follows.

In the case of identical category,

W(new) = W(old) + α(X −W(old)).

In the case of different categories,

W(new) = W(old) − α(X −W(old)),

where W, X, and α are reference vector, feature vector of
training samples, and learning factor, respectively. The
learning of LVQ is carried out by repeating the update
of the reference vectors with training samples.

3．Paper classification by LVQ
3.1 Process overview

Our paper classification process consists of follow-
ing steps.
Step 1）Preparation of training data (papers and their

abstracts) and test data (abstracts, (3)). Clas-
sification of the training data into (1) the ab-
stracts containing atomic and molecular data
and (2) the others. We refer to category-1 as
(1) and category-0 as (2).

Step 2）Pre-process (1), (2) and (3). The pre-process
generates feature vectors with term frequency
information.
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Fig. 1 System overview

Step 3）Apply the LVQ algorithm with the feature vec-
tors of (1) and (2).

Step 4）Apply the learned reference vectors with the
feature vectors of (3) for the recognition of the
abstracts of atomic data and molecular data re-
lated papers.

3.2 Pre process

3.2.1 Extract abstracts

Abstracts downloaded from on-line journals are a
form of html files. We need to extract the text data
from the html files for the LVQ learning process. In
this paper, we use abstracts of six on-line journals, each
of which have a different format. Hence, we develop a
parser that understands the six different formats in or-
der to detect and extract the text regions. In order to
develop the parser, we make use of a freeware tool Flex
[5] for lexical analysis.

3.2.2 Chemical symbols and mathematical expres-

sions　

Chemical symbols and mathematical expressions are
commonly used in physics papers. Since they often
include unexpected blanks or special fonts, detecting
meaningful regions of the text using a parser is at times
very difficult. For such chemical and mathematical ex-
pressions, we adopt two types of tags to be inserted by
using Flex: 〈math〉 〈/math〉 for a mathematical expres-
sion and 〈chem〉 〈/chem〉 for a chemical symbol. With
the help of the tags, the parser can understand the ab-
stract text. In this paper, we do not use chemical sym-
bols and mathematical expressions for constructing fea-
ture vectors because we focus on the text classification
and not on the special keyword detection. All the other
words are processed with stopword removing and stem-
ming, which are commonly used for text processing.

3.3 Feature vector

We use the frequency of each word in the abstracts
of the target samples for the feature vector of LVQ.
The frequency is calculated by the TF/IDF (Term Fre-
quency/Inverse Document Frequency) method [6]. The
TF/IDF method is employed to measure the importance
of a word used in a document on the basis of its appear-
ance frequency, and in general assigns a weight to the
word.

3.4 Learning with LVQ

The learning with LVQ is performed until the recog-
nition rate for the training samples reaches 97 %. In the
case that the recognition rate does not reach 97 % within
twenty epochs, the learning is forced to stop. This is be-
cause the recognition rate converges within 20 epochs
for the most cases. In our experiments, the learning
factor is valid unless it exceeds 0.5. We adopt a con-
servative value of 0.2 through all the experiments. Each
reference vector is obtained as an average vector of ran-
domly selected five feature vectors for training samples
on the basis of the category. This method of defining
reference vectors is employed to reduce the learning
cost.

4．Evaluation
In order to validate our paper classification system,

we evaluate the prototype using several experiments.
The test data for the experiments is selected from ab-
stracts of 364 physics papers [7]. Each experiment
shows the rates of correctness, reproduction, and accu-
racy.

The correctness rate is the probability that a given
test sample is classified into the correct category. The
reproduction rate shows the probability that a given test
sample, which is an abstract of a paper for atomic and
molecular data, is classified into category-1. The ac-
curacy rate is the ratio of the number of test samples,
which are known to be in category-1, to the number of
test samples, which are classified into category-1 by our
prototype.

A trade-off relation exists between the accuracy of
the reproduction rates. When the reproduction rate is
improved, the number of test samples that are classified
into category-1 also increases. This leads to a deterio-
ration in the accuracy rate. On the other hand, improve-
ment in the accuracy rate causes a degradation of the
reproduction rate because the number of test samples,
which are removed from category-1, increases. There-
fore, we should clearly determine which rate we should
focus on.

At this point, we are interested in the robust classi-
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fication wherein any test sample of category-1 is clas-
sified as belonging to category-1 with certainty rather
than an inaccurate classification wherein any test sam-
ple of category-0 is classified into category-1. At
this point, we are interested in the robust classification
where any test sample of category-1 is surely classi-
fied into category-1 rather than the accurate classifica-
tion where any test sample of category-0 should not be
classified into category-1. Hence, we focus on the re-
production rate.

In this experiment, we use 364 abstracts: 182 as
training samples and 182 as test samples. The feature
vector consists of 1,140 elements.

4.1 Experiment 1

In order to investigate the change of the correct-
ness, reproduction, and accuracy rates on the basis of
the selection of the training samples, the LVQ learn-
ing is carried out with various sets of training samples
(Experiment-1). The number of reference vectors is
120, where 60 % are for category-1, and 40 % are for
category-0. Figures 2 4 show the correctness, repro-
duction, and accuracy rates, respectively.

Figure 2 shows that the correctness rate is in the
range of 65 % − 75 %. In particular, the selection of

Fig. 2 Correctness rate and learning epochs

Fig. 3 Reproduction rate and learning epochs

Fig. 4 Accuracy rate and learning epochs

training samples does not affect the variation of the cor-
rectness rate significantly. In the meantime, Fig. 3 and 4
show the reproduction and the accuracy rates are in the
range of 55 %− 80 %. The amount of the variation can-
not be ignored. We expect that the large variation can be
reduced by increasing the number of training samples.

4.2 Experiment 2

Experiment-2 is conducted to study the optimal ra-
tio of the number of reference vectors for category-1 to
that of all the reference vectors. In this experiment, the
number of reference vectors is 120, and the ratio of the
number of reference vectors for category-1 to that of all
the reference vectors varies from 10 % to 90 %. Figure
5 indicates the correctness, the reproduction, and the
accuracy rates for each ratio. Each rate is an average
of one hundred recognition results with different LVQ
learning tasks.

We observe a higher reproduction rate as the num-
ber of category-1 reference vectors increases. The cor-
rectness and accuracy rates reach the maximum when
the ratio of category-1 reference vectors is 30 %. With

Fig. 5 Correctness, reproduction, and accuracy rates ob-
tained by varying the ratio of the number of ref-
erence vectors for category-1 to all the reference
vectors
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more category-1 reference vectors, both the correctness
and the accuracy rates decrease gradually.

As discussed above, we are of the opinion that the
reproduction rate is more important than the accuracy
rate. When the reproduction rate is at its highest, i.e.,
when the ratio of category-1 reference vectors is 90 %,
the correctness and the accuracy rates are 69.94 % and
63.82 %, respectively. Both rates are too low to be ac-
cepted. Considering the combination of the three rates,
we adopt 50 % as the optimal ratio of category-1 refer-
ence vectors.

4.3 Experiment 3

Experiment-3 is conducted to investigate the optimal
number of reference vectors. The correctness, repro-
duction, and accuracy rates are examined by varying the
number of reference vectors from 10 to 350. Figure 6
shows those rates and the various number of reference
vectors. Each rate is calculated as an average of one
hundred recognition results with different LVQ learn-
ing tasks. It should be noted that the ratio of category-1
reference vectors is 50 %.

As the number of reference vectors increases, the
correctness and accuracy rates decrease while the re-
production rate increases gradually. After the number
of reference vectors reaches 270, each rate does not
change significantly. When the number of reference
vectors is 270, the correctness and accuracy rates are
68.99 % and 68.39 %, respectively. Since we are of the
opinion that the correctness rate should at least be 70 %,
the correctness rate of 68.99 % is not acceptable. With
these restrictions, we observe that the number of refer-
ence vectors should have an optimal value of 110.

4.4 Evaluation summary

Performing several experiments, we observe that 110

Fig. 6 Correctness, reproduction, and accuracy rates ob-
tained by varying the ratio of the number of refer-
ence vectors

as the optimal number of reference vectors, and 50 % is
the optimal ratio of the number of category-1 reference
vectors to that of all the reference vectors. Furthermore,
we observe that the selection of training samples does
not affect the variation of the correctness rate signifi-
cantly while the reproduction and accuracy rates, be-
tween which a trade-off relation exists, vary relatively.

Another experiment with an optimal number of ref-
erence vectors and optimal ratio of catgegory-1 refer-
ence vectors results in the correctness rate of 70.52 %,
reproduction rate of 65.88 %, and the accuracy rate of
65.21 %. Although the system appears to be unsuitable
for practical application on the basis of its performance,
we have identified a number of areas for improvement.
First, we do not take into account the chemical and
mathematical expressions, which are typically consid-
ered to be the most important information to classify the
given abstracts, for our prototype. Second, we merely
adopt the basic LVQ for our prototype. Other exten-
sions of LVQ algorithms can be used for our prototype.
Finally, we may reconstruct the architecture of feature
vectors. The feature vector should be built from a larger
database pertaining to atomic and molecular data.
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