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Abstract

A brief overview is given of recent results in the theory of turbulent generation of long-wavelength fluctuations;

references are provided to more detailed calculations in the literature. Emphasis is placed on conceptual foundations

and technical tools, which can be simply illustrated by studies of the scalar (one-field) generalized Hasegawa-Mima

equation. Then a functional Hamiltonian formalism is discussed as a way of efficiently handling systems of coupled

fields. Casimir invariants are shown to be the appropriate “plasmon densities”; a tensor spectral-balance equation

builds in the conservation constraints automatically. A concise expression can be obtained for the nonlinear growth

rate in terms of the spectral density, a tensor generalization of the triad interaction time, and the metric tensor and

structure constants of the Hamiltonian structure.
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1. Introduction

The theory of turbulent generation of long-wavelength
flows is a topic of considerable current interest because of its
connections to the general theory of drift-wave (DW) satura-
tion and turbulent transport. In this paper I briefly discuss
some of the recent developments in this area, including (i)
the detailed study of the generalized Hasegawa-Mima
equation (GHME) by Krommes and Kim (KK) [1]; (ii) the
derivation of nonlinear energy theorems using field-theoretic
techniques [1,2]; and (iii) the Hamiltonian description of the
generation process [2], which is especially well suited for
treating systems of coupled partial differential equations but
also yields further insights even for one-field theories. The
emphasis is on conceptual foundations and technical tools;
details can be found in the cited references.

The specific calculations reported here have been con-
ducted in slab geometry. They must not be applied blindly to
toroidal situations [3], as there are important differences of
both interpretation and detail (specifically, the wave number
k, parallel to the magnetic field depends on the radial
coordinate). With that caviat, I shall continue to use slab
language for simplicity. I believe the technical tools are
potentially useful quite generally, and various paradoxes and
conceptual difficulties also have toroidal counterparts.

In slab geometry, by convective cell (CC) I shall mean
any fluctuation (wavevector g) with ¢, = 0. That includes as
special cases the particularly important zonal flows (g, = 0;

ZF’s) as well as streamers (q, = 0). Convective cells have
highly nonadiabatic electron response [4]. One is concerned
with the nonlinear generation rate ¥, of such fluctuations,
which is one ingredient in the ultimate determination of the
self-consistent turbulent steady state.

In understanding the role of ZF’s and CC’s in the satura-
tion of DW turbulence, one general approach could be the
development of nonlinear variational principles [5] that yield
rigorous bounds on DW transport. Although preparatory
groundwork has been performed [6-8] and an attempt has
been made on the realistic problem of ion-temperature-
gradient-driven turbulence [9], the theory is not yet in
satisfactory shape. Here I will not discuss such bounding
theories explicitly, but will rather focus on a different class
of nonlinear energy principles for the CC growth rate. Those
have intriguing implications for the more general problem.

A more technical motivation concerns the distinction
between (i) the growth rate of modulational instability, and
(ii) the nonlinear growth rate 7, in a statistically steady state.
Many authors have focused on modulational instability, but
that assumes that DW’s have already grown to a quasi-steady
state while the CC’s are not yet excited. This is valid only in
an initial transient stage of evolution; in a statistically steady
state, the techniques described in the subsequent sections must
be employed.
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2. Statistical closure theory and the

convective-cell growth rate

Although robust Markovian closure theory has been well
understood for some time (many references can be found in
the recent review by Krommes [10]), a more heuristic analyti-
cal theory that focused specifically on ZF generation was
initiated relatively recently by Diamond et al. [11]. That work
was important and inspirational, but raised numerous
questions concerning technical details (including the sign of
the result), physical interpretations, and the relationship to
more systematic closure theory. The subsequent work by
Smolyakov and Diamond [12] on conserved quantities was
also significant. Motivated by those works, KK [1] performed
a detailed analysis of the GHME. They first discussed a direct
asymptotic expansion of the eddy-damped quasinormal
Markovian (EDQNM) formula [10] for nonlinear coherent
damping (the turbulent generalization of collisional drag in
classical Langevin theory), using the small parameter € =g/k
< 1, where k refers to the DW’s. That calculation (surprising-
ly nontrivial in the general anisotropic case) has important
links to the theory of negative eddy viscosity in 2D Navier-
Stokes turbulence [13]; KK were able to make a quantitative
connection. Because nonlinearity leads to interacting
wavevector triads k + p + g = 0, it is easily seen for fixed k
and |g| that the basic interaction involves a DW (k), two DW
sidebands (p; and p,), and a CC (g and —¢q). However, the
calculation is not of a modulational instability with fixed DW
pump. Such analyses do not conserve energy between the
DW’s and CC’s, which can lead to unforeseen and unphysical
conclusions, including a spurious change of sign of the eddy
viscosity (see the appendix of Ref. [1]). The derivation from
the EDQNM closure also shows that the appropriate
“propagator” is the triad interaction time 6, , between the
modes k, —k, and g; this observation resolves a difficulty
regarding overall sign and aids in the construction of an
appropriate physical algorithm. Part of that algorithm involves
consideration of weakly inhomogeneous spectral balance
equations; KK also provided a reformulation and gen-
eralization of the results of Ref. [12] in terms of the standard
Poisson-bracket formalism conventionally used in weakly
inhomogeneous statistical dynamics, thereby resolving a
paradox in the original theory [14]. One resulting insight is
that it is unnecessary to formulate spectral balance equations
in terms of an “action” or “plasmon density” invariant; the
spectral density of any dependent variable can be used. That
is particularly significant when n-field systems are considered,
as discussed in Sec. 4.

3. Field theory and the modulation

algorithm

In Ref. [11] it was noted that y, was determined in terms
of q- 9,7, where Z; was a certain quantity conserved by the
DW’s under the CC modulation. In the specific case of the
GHME [1], Z = (1 + k*)*> {5¢2). 1t has been noted [12] that
the expression for Z; is reproduced by the formula Z;, o< k,E;/
i, where E; = (1 + k%) (6p2) and wp® is the DW frequency

85

including polarization-drift corrections, namely wj" = ./
(1 + ky) (w- is the diamagnetic frequency). However, use of
a linear frequency in this context is troubling because the CC
generation process is nonlinear. Although linear physics is
certainly relevant for determining the ultimate spectral
properties of the saturated state, the work of KK showed
clearly that the form of y, does not depend explicitly on the
properties of linear waves; those enter only implicitly through
the DW—CC triad interaction time and the ultimate form of
the spectrum. In an attempt to better understand the founda-
tions of the algorithm proposed in Ref. [11], KK used field-
theory techniques to discuss the systematic derivation of a
nonlinear energy principle for y,. It is useful here to sketch
the intuitive content of the formalism. Refer to Fig. 1 and
assume that the system is statistically homogeneous and in
stedy state. (These restrictions are not fundamental.) Let y
denote the field variable(s). One expects that the CC growth
rate 7y, is related to some sort of variation of the DW energy
due to the presence of the CC’s. Now the CC’s randomly
modulate the DW’s; however, there is no mean field associat-
ed with the CC’s because of the homogeneity. Furthermore,
in a steady state the mean rate-of-change of the DW energy
must vanish. Thus it is not the case that, for example, y, o
—(&yw). Clearly one must study the behavior of the DW
fluctuations in the presence of the CC’s, but one cannot look
“too microscopically,” e.g., consider (§&w/Scc), since there
will be cancellations due to the random phases of the
turbulence. Rather, one needs to calculate the mean response
function (Green’s function) [10] for the turbulence. This
observation [15] is a nonequilibrium generalization of the
well-known fluctuation-dissipation theorem of equilibrium
statistical mechanics, which relates the two-time correlation
function C of the random background fluctuations to the mean
response function for infinitesimal perturbations away from
that background. The technical solution that is now a standard
tool of analytical statistical dynamics [15] is to break the
symmetry by inserting an external source 7). Now all statistical
observables depend on 7}, () # 0, and two-point correlations
(including energy spectra) can be considered to be func-
tionally dependent on the induced mean field: C = C[{y)].
This is illustrated in Fig. 2. It can be shown that y, is related

DW’s
random random
modulation turbulent energy
<Y, > = 0 loss
<Epw>= 0
CCs
Fig. 1 Modulation and energy transfer in homogeneous,

steady-state turbulence. All mean fields vanish and
there is no net energy transfer between the DW's and
CC'’s.
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Fig. 2 Asn is varied, the symmetry of the physical stater; = 0
is broken, (y;) # 0, and C= C(y)l.

to the first-order variation of the mean nonlinearity with
respect to the induced mean field, calculated in the physical
limit 7 = 0. Technically, this result is related to the elimination
of disconnected graphs that leads to the famous Dyson
equation [16]. For much more information about such field-
theoretic techniques, see Ref. [10].

Physically, the mean nonlinearity is just the Reynolds
stress S, and proper understanding of the method of sources
just described is relevant to the interpretation of ¥, in terms
of S. Historically, S was defined to be the mean nonlinearity
for a time-evolving flow in inhomogeneous geometry and is
still used in that context in engineering-type modeling. In
homogeneous turbulence S vanishes, but as discussed above
the relevant quantity is not S itself but rather the variation of
S due to an induced mean field. As an example, consider the
Reynolds stress on CC’s described by the GHME. Then S is
the average of the nonlinear term describing advection of
vorticity @ = V1¢. That average can be transformed [17] into
an expression involving the Cartesian components of the E X
B velocity (primes denote the DW’s):

(V- VV20 )=(0,, —0,,) (0,0,)

(1)

’2 72
+0,,((v, )=(v, )

Now for homogeneous, isotropic turbulence each of the
underlined terms vanishes by symmetry; there is no net
Reynolds stress. But the situation is quite different when the
DW turbulence is modulated by a CC with wavevector q.
Then neither of the underlined terms vanishes because the
perturbed fluctuations are anisotropic (in a way dependent on
q). For arbitrary ¢, both terms are of the same order and must
both be retained in order to ensure a proper, rotationally
covariant calculation of y,. This argument is explained in
more detail in Ref. [17].

4. Hamiltonian description
The CC growth rate y, is determined by nonlinear
interactions. It is therefore useful to exploit the properties of
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the nonlinearities as much as possible. Seminal work by
Morrison and Greene [18] showed that various Eulerian
PDE’s have a Hamiltonian structure; several decades of
subsequent work was reviewed by Morrison [19]. I will show
that the Hamiltonian formalism can be usefully applied to the
calculation of ¥, and leads to an important new insight about
the nature of the plasmon density. The methodology is
particularly useful for systems of coupled PDE’s, where one
is led to very compact and elegant results.

In ordinary (noncanonical) Hamiltonian mechanics, the
generalized coordinates evolve according to ' = {7/, H},
where H(z) is the Hamiltonian and {A, B} =(d.,A)J%(d.;B)
(the antisymmetric matrix J being known as the Poisson
tensor or the cosymplectic form). The use of noncanonical
variables in plasma physics was pioneered by Littlejohn, ex-
ploited by Dubin et al. [20] in their noncanonical Hamiltonian
formulation of the nonlinear gyrokinetic—Poisson system, and
later generalized elegantly by Hahm [21] and others (for
further references, see App. C of Ref. [10]). When applied to
an Eulerian PDE for a field y(x, ), an infinite-dimensional
generalization is required (i — x). One may further generalize
to a vector y of variables such as density or temperature. [I
will also label those variables by an i (= ), although this
i should not be confused with the label of the original
generalized coordinates.] One now requires a Hamiltonian
functional H[y] and an appropriate bracket {-, -}, which must
satisty antisymmetry ({A, B} = —{B,A}) and the Jacobi
identity ({{A,B},C} + {{B,C},A} + {{C,A},B} = 0). Then
Jdw = {y, H}. Motivated by the characteristic structure of the
E x B advective nonlinearity, I define {A,B} = %- VA x VB.
This “ordinary” bracket has the property A[B,C]=[A, B]C,
where the overline denotes the integral over all space. I then
choose

H:— ! .. ]:— ! A’ 2
SV Y =SV ()

3)

A
(A,B) = S”[w{ o 9B }

Sy’ Syt

The symmetric matrix g;; is called the metric tensor and can
be used to raise and lower indices, creating an appealing
covariant formalism; note the covariant expression of H in
Eq. (2). The symmetric matrix S7 is called the structure matrix
and is taken to be linear in the fields: SY[y] = S¥,w*. The S¥;
are called the structure constants; they are constrained [2] in
order that the Jacobi identity be satisfied. Using these formu-
las, one can demonstrate Hamiltonian structure for a number
of the popular systems of PDE’s of current interest [2],
including, for example, the system of finite-f collisional DW
equations studied in Ref. [22].

It is easy to show that the bracket structure just defined
conserves H. Other quantities may be conserved as well. A
Casimir invariant C is defined as any functional that is con-
served without regard to the form of the Hamiltonian. That
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is, a Casimir is conserved purely because of the structure of
the bracket. An example of a prospective Casimir is C =
%wil//i . Then conservation of H and C can be proven very
similarly by manipulating their time derivatives into contrac-
tions of symmetric and antisymmetric forms:

O H==S"y" Iy, ==S"y lyyil=00 @)

9,C=—STily* vy, ==STly' wh =0, (5)
the last result holding if S%, = S¥,. Notice in particular how
the proof of C conservation does not involve the covariant
component ;. Also note that this particular definition of C is
not covariant in form, so a linear transformation of variables
would change both its value and the specific symmetry
property of the S7, that ensures that C remains conserved. In
general, it is a nontrivial task to identify all Casimir invariants
of a given Hamiltonian structure.

Casimir conservation furnishes an important constraint
on the dynamics, which are no longer allowed to explore the
entire energy “surface”. Consider in particular the interaction
of DW’s (denoted by primes) and CC’s (denoted by under-
lines). Projecting the dynamics onto the DW subspace leads
to

R (LA B AR 7 B IR A B TR

— L

-
(a) (b) (c)

(6)

Actually, such a decomposition holds for any projection into
two orthogonal subspaces, but it is particularly useful when a
scale separation holds between the two classes of fluctuations.
Term (a) describes the advection of DW’s by CC’s, term (b)
describes the inverse process of CC’s advected by DW’s, and
term (c) describes DW self-interactions. When the DW’s are
assumed to be of relatively short wavelength, term (b) is
negligible, so term (a) describes the principal DW—CC inter-
action. Because y; = 6H/8y’ and the proof of Casimir
conservation does not involve this covariant component of
the field, this interaction conserves the DW Casimir(s). In
particular, for the case of the GHME (which can easily be
shown to be Hamiltonian), Z is a Casimir. This argument links
the rather abstract concept of Casimir invariance with the
quite physical process of nonlinear advection involving two
disparate scales.

The same projection process can be exploited to derive
a generalized Poynting theorem and nonlinear energy
principle; for the details, see Ref. [2]. The fundamental result
is that if @ =(y’) and P =(y,) , then second variations of the
mean DW energy éDW with respect to Q or P produce co- or
contravariant versions of the Hermitian part of the coherent
damping tensor %, e.g.,

i1
(=) XTI (7)

=q.,j
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The scalar CC growth rate itself follows as a contraction of
T# with the spectral tensor C according to y, = —[(ZL)Y x
Ci(@V/ Ci(g).

The remaining manipulations involve only a modest,
though detailed, amount of algebra: (i) write the tensor
spectral-balance equation for C¥; (ii) obtain formulas for the
nonlinear modulation frequencies in terms of the structure
constants S, (one must be careful about co- and contravariant
indices, which cannot be passed indiscriminately through
Poisson brackets; the action of those k-dependent brackets on
the metric tensor is related to the energy loss of the DW’s to
the CC’s due to wave-number refraction); (iii) write the
equation for ng = %a,(c f)DW; (iv) carry out the required
functional derivatives; (v) insert an appropriate triad
interaction tensor é; (vi) manipulate to obtain the final for-
mula [2], which except for contractions over tensor indices is
identical in form with the result of the scalar calculations [1].
I stress that in this derivation one does not need to guess or
even be inspired about the form of a possibly preferred
plasmon density; conservation of the proper Casimir(s) is built
in. The elegant and concise way in which the formalism deals
with those invariants provides a powerful argument in favor
of further applications of the Hamiltonian methodology.

In the n-field formalism, the triad interaction time
generalizes to a fourth-rank tensor 0= 0%, which must not
be treated cavalierly. An important preliminary exercise is to
demonstrate that a nontrivial n-field model (such as the elec-
trostatic Hasegawa-Wakatani equations [23]) reduces correctly
in the adiabatic DW limit to the GHME result; this is not
obvious because the tensor theory couches y, in terms of q -
0xC¥, whereas Z; is a k-dependent weighted contraction of
Cjl. The resolution is that @ cannot be assumed to be diagonal.
In the adiabatic limit it can be shown to approach a singular
matrix times the scalar 6 ,; this nontrivial matrix structure
is one way in which the physics of linear theory enters the
formula for 7,.

5. Summary and conclusions

Explicit statistical calculations on the generalized
Hasegawa-Mima equation, including systematic asymptotic
reduction of Markovian closure theory, application of the
method of sources to the derivation of nonlinear energy
principles, and proper derivation of weakly inhomogeneous
spectral balance equations, have led to deeper understanding
of the asymptotic problem defined by the nonlinear inter-
actions of long-wavelength convective cells with short-
wavelength drift waves. Further application of an infinite-
dimensional Hamiltonian formalism shows that the DW’s
conserve Casimir invariants under the CC modulation. For
multiple fields, the nonlinear CC generation process is
constrained by the conservation of possibly multiple Casimirs,
but a succinct formula can be obtained [2] in which those
constraints are neatly built in. Applications of that formula
are in progress [24]. It is hoped that the conceptual ideas and
technical tools discussed here will stimulate further research
into both toroidal generalizations and robust variational
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descriptions of steady-state microturbulence.
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