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Gyrokinetic full-f simulation is an essential tool to 

study turbulent transport and profile evolutions self-
consistently. It directly solves the gyrokinetic Vlasov 
equation coupled with the field equation in 5D phase 
space so that the numerical cost becomes expensive, 
which requires sophisticated code development for 
utilizing HPC infrastructures. Our full-f gyrokinetic 
code GKNET [1] has installed 3D MPI+OpenMP 
decomposition, however, it is necessary to do more 
improvement for larger-scale simulations, especially 
in the case where electron is treated kinetically. 

In this talk, we address our recent progress of 
numerical techniques to perform such larger-scale 
simulations. One is the implementation of field-
aligned coordinate, which reduces the cost and keeps 
numerical accuracy to reproduce ballooning-type 
ion-scale turbulence. The field-aligned coordinate 
(𝑥𝑥,𝑦𝑦, 𝑧𝑧) is defined as 

�
𝑥𝑥 = 𝑟𝑟

𝑦𝑦 = 𝑞𝑞(𝑟𝑟)𝜃𝜃∗ − 𝜁𝜁
𝑧𝑧 = 𝜃𝜃∗

 

where 𝑟𝑟  is the torus minor radius, 𝜃𝜃∗  is the 
straight-filed-line poloidal angle, and ζ  is the 
toroidal angle. In this coordinate system, the 
covariant basis vectors 𝒆𝒆𝒚𝒚  and 𝒆𝒆𝒛𝒛  are parallel to 
the toroidal direction and magnetic field line, 
respectively. As the result, 𝑧𝑧  direction can be 
numerically resolved by fewer grid points for long-
wavelength perturbations, and the grid points along 
𝑦𝑦  direction can be also reduced by assuming the 
wedge torus. The gyrokinetic quasi-neutrality 
condition is solved by 1D FFT for 𝑦𝑦 direction in 
addition to 4th-order FDM for 𝑥𝑥 and 𝑧𝑧 directions. 
By assuming 𝑘𝑘𝑧𝑧 ≪ 1, we can efficiently utilize the 
iteration matrix solver for 𝑧𝑧 direction, while the LU 
decomposition is applied for 𝑥𝑥 direction. Figure 1 
shows (a) the dispersion relation and (b) the 
eigenfunction of toroidal ITG mode obtained by the 
field aligned and toroidal coordinate versions in the 
Cyclone base case. We find that both cases can get 
almost same results, while the convergence of grid 
points in the field aligned version roughly becomes 
1/4 ～ 1/8 compared with that in the toroidal 
coordinate one because of the above advantages. 

 
Fig. 1: (a) The dispersion relation of toroidal ITG mode 
obtained by GKNET with field aligned and toroidal 
coordinates. (b) The poloidal counter of the eigenfunction 
with 𝑘𝑘𝜃𝜃𝜌𝜌𝑡𝑡𝑡𝑡 = 0.37 in the field aligned case. 
 

The other improvement is the utilization of GPU. 
Based on the OpenACC parallelization, we have 
accelerated the 5D loop (“Vlasov” & “Collision”) 
and optimized the communication and computation 
hiding (“Collision” and “SendRecv”) by using 
asymptotic communication. Figure 2 shows the 
computation time to calculate the gyrokinetic Vlasov 
equation by using MPI and MPI+OPENACC 
parallelization at MARCONI 100 [2]. We find that 
the total cost can be reduced by 1/40～1/50, which 
demonstrates the GPU acceleration efficiently 
works. 
 

Fig.2: Computational time of each part by using MPI and 
MPI+OPENACC parallelization at MARCONI 100. The 
numbers of used CPU (IBM POWER9 AC922) and GPU 
(NVIDIA Volta V100) are 256 and 64, respectively. 
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