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In this paper the prospect of experimental investigation of phase-space turbulence in magnetically confined

fusion plasmas is assessed, motivated by a theoretical suggestion of its potential role in turbulent anomalous

transport conundrums. Three experimental approaches regarding (i) fusion plasma experiment, (ii) basic plasma

experiment, and (iii) simulation data analysis are considered, accounting for challenges and expected outcomes.

Platforms for experiments ranging from high-temperature fusion plasmas to low-temperature linear plasmas, are
overviewed. Interdisciplinary interests regarding phase-space turbulence in magnetosphere plasmas and laser

wake-field acceleration are also discussed.
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1. Introduction

In magnetically confined plasma fusion development,
one of the greatest problems for successfully acquiring
a commercial reactor is the power degradation problem.
When increasing heating power aiming at achieving high
temperature in core plasma, the plasma confinement time
degrades accordingly. This feature is clearly seen in the
confinement time scaling as,

ngale o Pa/p’ (1)

where P is the plasma heating power and exponent ap typ-
ically takes a negative value around ~ —0.5 in a wide pa-
rameter range and in different devices with a large diver-
sity in plasma size [1,2]. This feature also holds regardless
of magnetic field configuration, i.e., both in tokamaks and
stellarators/heliotrons. Because of the power degradation
problem, achieving the Lawson criterion is a great chal-
lenge. Thanks to the continuous efforts of researchers at
uncovering the background physics of the power degrada-
tion problem, it has been found that turbulence plays the
decisive role in anomalous transport under a high heating
power application [3].

In order to describe turbulent transport properties,
quasilinear model was established. In the quasilinear
model, the transport flux of any physical quantity of in-
terest W is approximated as

I, = (5,9) ~ —DAY)/or, 2)

where I', is the radial (cross-field) transport flux, v, is the
radial velocity, () is the long time average, and the tilde de-
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notes fluctuation quantities [4-6]. In the quasilinear model,
the diffusion coefficient is given as D ~ y/k?, where y and
k show the linear growth rate and the wavenumber of tur-
bulence. Due to its convenience, the quasilinear model is
applied in experimental analyses. For instance, an exper-
imental determination of D [7] and scaling analysis [8§],
direct observation of turbulence behavior [9], and gyroki-
netic simulation for speculating the physics behind it [10],
have been performed. Thanks to those efforts, qualitative
and occasionally quantitative understandings of turbulent
transport were obtained, which were also applied to per-
formance projection for future devices such as ITER and
DEMO [11].

Howeyver, there are still several observations that can-
not be explained by the quasilinear model. Those are, for
example, nondiffusive transport [12,13], nonlocal/transient
transport [14, 15], profile stiffness [16, 17], and others.
Those transport events are called the transport conundrums
in this paper. As a specific example in the W7-AS stel-
larator, the experimentally determined diffusion coefficient
surges immediately after applying an additional electron
cyclotron resonance heating (ECRH), although local pa-
rameters largely do not change [18]. Since the quasilin-
ear model manifests that the transport coefficient must be a
function of the local parameters and their gradient, this ob-
servation is considered to be a clear counterexample to the
quasilinear model. Analogous observations were also re-
ported in different devices, such as TFR [19], DIII-D [20],
and LHD [21]. The transport conundrums may not be ac-
counted for only by extending the quasilinear model. An-
other framework is necessary.

Phase-space turbulence is a potential candidate for a

© 2023 The Japan Society of Plasma
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Fig. 1 (a) Illustration of phase-space Bernstein Greene Kruskal (BGK) vortex and (b) snapshot of phase-space turbulence in a kinetic
simulation, reproduced from [22], with the permission of AIP Publishing. Vi is the phase velocity of wave.

model that can account for the transport conundrums [23].
In high-temperature plasmas, particle collision frequencies
that are inversely proportional to the temperature to the
power of 1.5, are generally low. When the particle collision
time 7.1, the wave correlation time 7.y, and the bounce
time of particles trapped in the wave Tpounce are in the fol-
lowing relation; Tcon > Teorre > Thounce, NONlinear mutual
interaction between the wave and particles becomes mean-
ingful. For example, a local deficit of particles enhancing
the potential wave depth is called the electron hole [24].
This structure of the wave and particles can be persistent
enough to impact on plasma transport in high-temperature
and low-collision plasmas. The trajectories of trapped par-
ticles drawn in the phase-space, i.e., a plane spanned by the
real-coordinate and the velocity-coordinate, form a vortex-
like structure, as shown in Fig.1(a). This structure is
called the Bernstein Greene Kruskal (BGK) vortex [25].
The BGK vortex is centered at the phase velocity of the
wave Vp, in the velocity-coordinate. In magnetically con-
fined plasmas, the BGK vortex eventually evolves into a
turbulent state [26], as shown in Fig. 1 (b) [22].

The phase-space structure formation is a nonlinear
phenomenon. The wave-particle nonlinear interaction is
described in the Vlasov-Poisson system, i.e.,

of , Of g d0f .
ot Ox mdx ov
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where f is the velocity distribution function, m and ¢ are
the mass and charge of the particle of interest, respec-
tively, ¢ is the electrostatic potential, n is the equilibrium
plasma density, and ¢ is the permittivity of the vacuum.
For Eq. (4), the summation is taken for trapped and passing
particles of the same charge, and opposingly charged par-
ticles [27]. Note that taking only the real-space perturba-
tion and neglecting nonlinearity, the conventional fluid ap-
proach providing, e.g., the Langmuir wave, recovers. Non-
linearity appears predominantly in the second and third
terms of Eq. (3). The actual form of the phase-space struc-
ture can be derived as one that maximizes entropy that is
directly defined by the velocity distribution function [24].

Fig. 2 Growth of an electron hole on density profile having real-
space gradient.

In theoretical works, the outcomes of phase-space tur-
bulence on transport are predicted. For example, the con-
vection transport term emerges in addition to the diffu-
sion term [23, 28]. The phase-space structure can form
on a faster time scale than the real-space profile evolu-
tion, therefore the phase-space turbulence can induce non-
local/transient transport [29,30]. In the marginal stability
condition for a fluid turbulence, i.e., the profile saturation
state, the quasilinear theory predicts zero transport flux, al-
though continuous energy input to the system is applied to
maintain the nonequilibrium system. In such a case, trans-
port flux induced by the phase-space turbulence dominates
the total flux and impacts on the “stiff” profile determi-
nation [31,32]. Moreover, the phase-space turbulence can
release free energy from the real-space gradient. For exam-
ple, the phase-space electron hole can have an up-gradient
transportation, as shown in Fig. 2, by which the depth of
the structure grows [27]. The growth rate of the structure
is predicted to be amplitude dependent, therefore, an ex-
plosive growth (faster than linear growth) is possible [33].
All of those can be possible solutions for transport conun-
drums [23]. Nevertheless, due to experimental difficulty,
direct observation of phase-space turbulence and investi-
gation into the role of phase-space turbulence on transport
have not been done.
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Fig. 3 (a) Schematic of the fluctuation measurement with (b) real-space sampling and (c) phase-space sampling.

2. Experimental Perspective

To reveal the physics background of the transport co-
nundrums, experimental study having a kinetic viewpoint
of plasma turbulence is required. However, phase-space
decomposed fluctuation diagnostics, which are key ingre-
dients of experimental study, are still challenging. Let us
consider the situation in Fig. 3. In a real-space fluctuation
measurement, a space of interest is sampled with a spe-
cific resolution, as shown in Fig. 3 (b). The signal intensity
in each sampling bin is normally diagnosed by a detector
array. For phase-space decomposition, however, the sig-
nal intensity in the sampling bin must be further extended
into the velocity-space coordinate in, for example, a spec-
troscopic manner. This generally makes the signal inten-
sity, in a single sampling bin, on the phase-space much
smaller. In other words, a trade-off among the signal inten-
sity and sampling resolutions in real-space, velocity-space,
and time must be accounted for. It is also difficult to find
a multidimensional detector array with a fast operation ca-
pability. Another challenge is the limitation of diagnos-
tic principles. For example, the Heterodyne interferome-
ter, which is a prevalent plasma density diagnostic princi-
ple, cannot be directly extended in velocity-space measure-
ment. Nevertheless, the recent remarkable development
of diagnostic systems is expanding research opportunities.
In this paper, three aspects of possible experimental ap-
proaches regarding (i) fusion plasma experiment, (ii) basic
plasma experiment, and (iii) simulation data analysis are
featured.

2.1 Fusion plasma experiment

In fusion plasma experiment, direct or indirect mea-
surement of phase-space structures is the main objective,
by which transport physics is considered and conundrums

are discussed. For this purpose, development of state-of-
the-art phase-space diagnostic systems is necessary. At the
same time, operation of conventional diagnostic systems
with problem-specific optimizations is also essential. In
this subsection, an overview of recent remarkable results
in Large Helical Device (LHD) is presented as an example
of research activity.

In LHD, a two-dimensional optical fiber array is in-
stalled in the vertical and radial directions for versatile op-
tical measurement purposes, which is shown by grey sym-
bols in Fig.4(a). In the conventional CXS system, 36
channels of radially aligned fibers are used for the profile
measurement of the carbon impurity ion distribution func-
tion. A result of the measurement, the carbon ion tempera-
ture that is considered to reflect the main ion temperature,
is shown in Fig. 4 (b). Although the profile measurement is
reasonably performed, the conventional system is not ap-
plicable for measurement of velocity-space structures with
a short lifetime.

For instance, there was an attempt to measure an ener-
getic particle-driven magnetohydrodynamic (MHD) burst
[34, 35] by the conventional CXS system, as shown in
Fig.5(b). The time scale of events is around 2-3ms
(Fig. 5 (a)), which is shorter than the time resolution of the
conventional CXS system of Sms. In order to improve
the time resolution, the exposure time of the charge cou-
pled device (CCD) detector must be shortened, which re-
sults in a low signal intensity accordingly. To realize the
fast measurement, the lost signal intensity must be com-
pensated for. In the new system, fifty fibers are binned for
one detector channel, which instead degrades the spatial
resolution. This also limits the maximum available chan-
nel number up to four (in this case three) so profile mea-
surement is not possible. Nevertheless, a time resolution of
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Fig. 4 (a) Lines of sight for the charge exchange recombination
spectroscopy (CXS) system on the LHD poloidal cross
section and (b) ion temperature profile obtained by con-
ventional CXS system.
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Fig. 5 Time evolutions of (a) poloidal magnetic field fluctuation,
velocity distribution functions measured by (b) conven-
tional CXS and (c) fast CXS across which MHD burst
events emerge. (Shot number: 171957)

0.1 ms is achieved as shown in Fig. 5 (c). Thanks to this im-
provement, the distribution function deformation induced
by MHD burst events is successfully measured [36].
Results of the measurement are shown in Fig. 6. Ve-
locity distribution functions, f, before and after a MHD
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Fig. 6 (a) Velocity distribution functions, f, before and after
MHD burst event obtained with conditional average and
their difference, f , and (b) comparison between increase
in carbon stored energy and decrease in beam stored en-
ergy. Reproduced from [36] under a CC BY 4.0 license
(https://creativecommons.org/licenses/by/4.0/). Created
by modifying original figures.

burst event are obtained by an event-wise conditional av-
erage for ruling out unreproducible parts. Their difference,
£, is also shown, where the energy lost and gained are de-
picted by blue and red shades, respectively. The observed
asymmetric dipole structure is a signature of the nonlinear
Landau damping induced by the MHD burst event. Note
that the total energy gain of carbon ions across the event is
approximately 25 % of the thermal energy, which is con-
siderable. By comparing the increase in carbon stored en-
ergy and decrease in beam stored energy, nonlinear energy
transfer from beam to plasma, mediated by a wave, is dis-
cussed. Here, the beam stored energy is evaluated from
the neutron flux diagnostics. In this example, the MHD
burst event is known to have a low order toroidal mode
number of n = 1 according to magnetic fluctuation mea-
surement. In this case, the spatial integration with fifty
fibers is allowed mostly without losing observation rigor.
Such a physics target-specific diagnostic optimization is
essential to reasonably detect a phase-space structure un-
der the trade-off constraint, as discussed above. Recently,
a new tomographic approach has been proposed for re-
constructing the phase-space structure, based on different
kinds of integration data in real-space, velocity-space, and
time [37]. With those hardware and software techniques
for phase-space structure detection, potential physics tar-
gets at the first step are the MHD driven events, global
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or mesoscale structures, and externally driven transport
events, which have relatively slow time scales and large
spatial scales.

2.2 Basic plasma experiment

Nonetheless, direct detection of smaller scale phase-
space structures in high-temperature fusion plasmas is
still challenging. In order to investigate the fundamen-
tal physics of phase-space turbulence, use of basic plasma
devices is an attractive option. In particular, there are
well-established active excitation techniques for the phase-
space structures, such as electrode biassing [38], elec-
tron beam [39], magnetic reconnection [40], and others.
Thanks to the low temperature of target plasmas, direct use
of electrostatic probes is allowed, which have high sensi-
tivity [39]. A famous example is shown in Fig.7 as an
instance, where a linear device having an electrostatic bias
exciter was used for actively driving phase-space electron
holes [38]. Formed structures were detected by the electro-
static probes. It should be noted that the sign of the mea-
sured potential ¢ (bottom six plots in Fig. 7) is inverted in
the figure. The positive potential pulse corresponds to the
local deficit of electrons on a velocity range close to the
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Fig. 7 Schematic view of basic plasma experiment: (top) a lin-
ear device having an electrostatic bias exciter used for
actively driving phase-space electron holes and then (bot-
tom) formed structures detected by electrostatic probes
[38]. It should be noted that the sign of measured poten-
tial ¢ (bottom six plots) is inverted in the figure. Copy-
right (1979) by the American Physical Society.

wave propagation velocity on the magnetic field direction.
As the experiment is performed on a one-dimensional col-
umn, a cross-field vortex structure predicted in [27] may
not be formed. In a numerical simulation for interpreting
this experiment, a hole structure on the electron velocity
distribution function is found. Note that the signal intensity
is remarkably high even with the sub-microsecond time
scale. By utilizing such kinds of devices, it is essential
to attempt to resolve the velocity-space structure in addi-
tion to the real-space structure, likely by changing probe
biasing voltage. Since the probe biasing voltage is gen-
erally changed in a voltage sweeping manner, time reso-
lution, velocity-space resolution, and signal intensity are
in a trade-off relation. Direct measurement of the phase-
space BGK hole, which eventually evolves into a turbulent
state, would be a main objective of the basic experiment.
Scaling study of hole characteristics, such as the propa-
gation velocity and the lifetime, on plasma parameters is
essential for projecting phase-space structure properties in
fusion plasmas. Moreover, how it couples with the real-
space gradient (see Fig.2) and how transport differs from
that induced by fluid turbulence are of great interest in the
context of the magnetically confined fusion plasma study.

2.3 Simulation data analysis

Due to the limited opportunity for experimental study
of phase-space turbulence, the aid of kinetic simulation
works is inevitable. Recently, a direct survey of phase-
space structures in kinetic simulation data was performed
[41]. Figure 8 (a) shows the perturbed part of the phase-
space structure in a set of fixed positions except for the
toroidal angle and the parallel velocity coordinates during
an avalanche event. Here, the avalanche event refers to the
nonlocal propagation of turbulence clump in the radial di-
rection. Toroidally dependent and positive-negative paral-
lel velocity asymmetric phase-space structures were found,
which were characteristic features in this phase and were
qualitatively different from those in the quiescent phase.
Since the simulation results in five-dimensional space were
far too tangled to analyze and even to visualize, the princi-
pal component analysis was applied, aiming at dimension
reduction and interpretation. Using this method, a large
part of the 6 dimensional data was successfully described
in a limited number of degrees of freedom, and character-
istic properties of the phase-space structures accompanied
by the avalanche event was uncovered.

A turbulence diagnostic simulator in an actual exper-
imental setup (e.g., Fig.8 (b)) is another promising nu-
merical tool for searching for “footprints” of phase-space
turbulence on conventional real-space turbulence diagnos-
tics [42]. In this study, the expected diagnostic data was
inferred using a gyrokinetic simulation code by mimick-
ing the diagnostic principle in the actual geometry for
examining the diagnostic resolution and interpreting ob-
tained data. Here, the simulated phase-space structure was
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Fig. 8 (a) Survey of phase-space structure in five-dimensional
kinetic simulation space, reproduced from [41], with the
permission of AIP Publishing, and (b) numerical turbu-
lence diagnostic simulator [42]. ©IOP Publishing Ltd.
All rights reserved.

not explicitly treated since the target turbulence diagnos-
tic was real-space based. However, in future, it will be
possible to extend this activity towards phase-space diag-
nostics such as the charge exchange recombination spec-
troscopy for interpreting measured data and improving di-
agnostic performance. Diagnostic simulation is also essen-
tial for physics target-specific diagnostic optimization, as
mentioned above. A full-f global gyro-kinetic simulation
code would be a powerful tool for making those simula-
tions [43].

3. Potential Platforms

As was discussed above, different varieties of experi-
mental platforms are potentially used for phase-space tur-
bulence study. Here, the prospect of a measurement op-
portunity is assessed in terms of the time resolution. Fig-
ures 9 (a) and (b) show the electron-electron and ion-ion
collision frequencies, respectively, on which parameter
coverage of different kinds of potential experimental plat-
forms is displayed. The diagnostic system must have a
higher time resolution at least than the collision frequency,
below which the trajectory of particles trapped by a wave
is no longer maintained. Platform candidates, collision fre-
quencies, and potential diagnostics are summarized in Ta-
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Fig. 9 Collision frequencies between (a) electrons and (b) ions
plotted with parameter coverage of different kinds of po-
tential experimental platforms for phase-space turbulence
study.

ble 1. In fusion and dipole devices, due to relatively low
collision frequencies, operation of spectroscopy and mi-
crowave diagnostics is allowed for the phase-space struc-
ture measurement. In LHD, a Thomson scattering system
equipped with high intensity lasers was recently upgraded
to have a high repetition rate of O(10*) s~!, which was po-
tentially available for obtaining information about the elec-
tron velocity distribution function [44]. In basic devices,
due to relatively low plasma temperature, the collision fre-
quency is high. However, electrostatic probes can be used,
which has high sensitivity and therefore fine time resolu-
tion.

4. Interdisciplinary Interest

Phase-space turbulence or wave-particle nonlinear in-
teraction is a ubiquitous phenomenon in any low collision
plasmas. There are interdisciplinary interests regarding
the nonlinear process of structure formation and outcomes
of wave-particle interaction, e.g., particle acceleration and
transport. In magnetosphere plasmas, electron hole evo-
lution is actively studied, both by using satellites [46] and
laboratory plasma devices [47]. There, collisionless energy
exchange between waves and particles is one of the central
interests [48]. In laser wake-field acceleration [49], bunch-
ing of plasma and steepening of the wave field are observed
in its nonlinear phase (Fig. 10) [45]. This feature contrasts
with the case of magnetically confined plasmas, where
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Table 1 List of experimental platforms and potentially used diagnostics.

Category Devices

Vee [571] Vii [Sil]

Diagnostics

Fusion LHD, JT-60SA 1046
Dipole RT-I 1046
UTST, PLATO 10678
Linear PANTA, HYPER-T 1058

Basic torus

10'-3 Spectroscopy, microwave, laser
103 Spectroscopy, microwave, probe
10576 Probe

- Probe

Potential ¢

1 -3
-010 -008 -006 -004 -002  0.00

Distance ¢

Fig. 10 Traveling potential wave and plasma density perturbation
in laser wake-field acceleration [45]. Copyright (1990)
by the American Physical Society.

phase-space turbulence is predicted to evolve, as shown in
Fig. 1 (b). Finding a case dependent selection rule of the
nonlinear process is an interesting academic challenge. As
noted above, the phase-space structure is predicted to have
a state that maximizes the entropy directly defined by the
velocity distribution function. Direct measurement of the
velocity distribution function can therefore contribute to an
examination of the dissipative structure formation theorem
in an open nonequilibrium system.

S. Summary

According to the theoretical suggestion of impor-
tant roles of phase-space turbulence on unresolved tur-
bulent transport properties in magnetically confined plas-
mas, the prospect of experimental investigation of turbu-
lence in phase-space was assessed. Three experimental ap-
proaches regarding (i) fusion plasma experiment, (ii) basic
plasma experiment, and (iii) simulation data analysis, were
overviewed, each of which had challenges, and expected
outcomes were discussed. Experimental platforms ranging
from high-temperature fusion plasmas to low-temperature
linear plasmas were outlined. Interdisciplinary interests re-
garding the phase-space turbulence in magnetosphere plas-
mas and laser wake-field acceleration were also discussed.
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