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Transport simulation for the electron and ion temperature profiles is performed in helical plasmas by using the heat diffusivity models and the quasilinear flux models [S. Toda et al., Phys. Plasmas 26, 012510 (2019)] for the electron and ion heat turbulent transport. The turbulent transport for the nonlinear simulation results can be evaluated by these models. The high-$T_e$ and low-$T_e$ plasmas for the discharge in the Large Helical Device (LHD) are studied, where the ion temperature gradient mode is unstable. The electron and the ion temperature profiles of the dynamical simulation results do not contradict with those of the experimental results in the LHD. For the plasmas of the LHD in this study, the transport simulation results by the diffusivity models and the quasilinear flux models for the heat transport to reproduce the nonlinear simulation results in the allowable errors are found to explain the experimental results for the temperature profiles.
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1. Introduction

A quantitative prediction of turbulent transport [1, 2] is one of the most important issues to realize magnetic fusion energy. Recently, a large number of gyrokinetic simulations of the turbulent transport in toroidal plasmas have been performed [3–9]. The gyrokinetic analysis results in tokamak [10–12] and helical [13, 14] plasmas have been studied with the experimental results. In tokamak plasmas, the transport simulation, which is directly coupled to gyrokinetic analyses, is globally performed [15, 16]. The gyrokinetic simulation for helical plasmas consumes much larger computer resources than those for tokamak plasmas, because the former requires a large number of mesh points along field lines to resolve helical ripple structures. Since it is still not easy to couple the nonlinear gyrokinetic simulation with an integrated transport simulation code for helical plasmas [17], the predictive model, which can quickly reproduce the nonlinear simulation results, is highly demanded.

The modeling of the turbulent transport in helical plasmas has been advanced. The gyrokinetic local flux tube code GKV code [18] has been used to investigate the ion temperature gradient (ITG) mode and zonal flows in the Large Helical Device (LHD) for studying the turbulent transport [13]. The gyrokinetic simulation in the adiabatic electron condition is performed for the high and low ion temperature plasmas in the LHD of the shot number 88343 [19]. The reduced model for the ion heat diffusivity was constructed [14] by the simulation for the adiabatic electron approximation. This reduced model is the function of the linear growth rate for the ITG mode and the zonal flow decay time [20, 21]. The ion heat diffusivity model for the kinetic electron response was shown in helical plasmas [22]. The heat diffusivity models for the electron and ion heat transport, and the quasilinear flux models for the particle and heat transport have been proposed, where the larger number of the wavelength in the wider wavelength region than those in [22] is taken [23]. How to apply the reduced model of the turbulent ion heat diffusivity in the adiabatic electron condition to the transport code has been shown in helical plasmas [24]. It is a challenging task to perform dynamical transport simulation by using the gyrokinetic transport model due to the wide range of the ion turbulence time scale for the gyrokinetic simulation (10 µs) and the time scale for the transport simulation (∼100 ms) in the LHD.

In this study, the dynamical transport simulation is performed in helical plasmas by use of two kinds of the reduced models for the kinetic electron response (heat diffusivity and quasilinear flux models). The ion heat diffusivity model is installed into the integrated transport code for simulating evolutions of the plasma profiles in the LHD when the additional modeling by the normalized charac-
teristic length for the ion temperature gradient, \( R/L_Ti \) is used [24]. The additional modeling of the quantity related with the mixing length estimate and the zonal flow decay time in the diffusivity models, which are the linear gyrokinetic simulation results, is explained in Sec. 3. Here, \( R \) is the major radius, \( L_{Ti} = -T_{i}/\bar{T}_i' \) and the prime denotes the radial derivative. Electron heat diffusivity model is adopted to the transport simulation for the additional modeling by \( R/L_{Ti} \). Electron quasi-linear flux model is also installed to the transport simulation codes by the ratio of the electron quasi-linear heat flux to the ion quasi-linear heat flux, where the ion heat flux is evaluated by the heat diffusivity model.

In the high-\( T_i \) and low-\( T_i \) plasmas, the ion temperature profiles of the dynamical transport simulation by use of the ion heat diffusivity model for the kinetic electron response are compared with the LHD experimental result. In the low-\( T_i \) plasmas, the magnetic field configuration is shifted further inward than in the high-\( T_i \) plasmas. The generation of zonal flows can be enhanced in the inward shifted configuration [25]. The electron temperature profiles of the transport simulation results by the electron heat diffusivity model and the quasi-linear flux model are also compared with the experimental observation result in the LHD.

### 2. Heat Diffusivity and Quasilinear Flux Models

In this section, the electron and ion heat diffusivity models and the quasi-linear models for the particle and heat transport are shown to reproduce the nonlinear gyrokinetic simulation results [23]. These models are constructed for the high-\( T_i \) (\( t = 2.2 \) s) and low-\( T_i \) (\( t = 1.8, 1.9 \) s) plasmas in the LHD shot number 88343 [19]. The ITG mode is unstable in this article, because the real frequency is negative and the mode rotates towards the ion diamagnetic direction.

The electron and ion heat diffusivity models are represented by

\[
\chi_{e,\text{model}}^{GB} = \frac{A_{1e}L_{Bi,Ti}}{A_{2e} + \bar{T}_{Bi,Ti}'L_{Bi,Ti}},
\]

and

\[
\chi_{i,\text{model}}^{GB} = \frac{A_{1i}L_{Bi,Ti}}{A_{2i} + \bar{T}_{Bi,Ti}'L_{Bi,Ti}},
\]

where \( \chi_{e,i}^{GB} = \left( \frac{e^2}{m_i} \right)v_{Ti}/(R) \) is the gyroBohm diffusivity, \( L \left( \int \bar{\psi}_e \bar{k}_e d\bar{k}_e \right) \) is the quantity related with the mixing length estimate and \( \bar{\psi}_{ZF} = \bar{\nu}_{ZF} = \bar{\nu}_{ZF} \) is the normalized zonal flow decay time [20, 21]. Here, \( \bar{\psi}_e = \bar{\psi}_i \) is the normalized linear growth rate of the ITG mode, \( \bar{k}_e \) is the normalized poloidal wavelength, \( v_{Ti} = \sqrt{T_{i}'}m_i \) is the ion thermal velocity and \( \bar{\nu}_{ZF} = \bar{\nu}_{ZF}/(eB) \) is the ion gyroradius. The coefficients are given by \( A_{1e} = 1.3 \times 10 \), \( A_{2e} = 2.0 \), \( A_{1i} = 2.6 \times 10^2 \), and \( A_{2i} = 1.8 \times 10 \). The exponents are shown by \( B_{1e} = 0.30 \), \( B_{2e} = 0.62 \), \( B_{1i} = 0.63 \), \( B_{2i} = 0.66 \), \( B_3 = 3.1 \), and \( B_4 = 0.26 \). The coefficients in the ion heat diffusivity model (2) are different from those in [22], because the simulations are performed in the high-\( T_i \) and low-\( T_i \) plasmas for the discharge #88343 in this article and only in the high-\( T_i \) plasmas for [22]. With the much lower computational cost, the heat diffusivity models enable us to reproduce the nonlinear simulation results by use of linear simulation results.

The quasi-linear flux models for the particle and heat transport are shown as

\[
\tilde{\Gamma}_{q,\text{model}} = C_q \int \frac{\gamma_{lin}}{\bar{k}_e^2} \langle |\bar{\psi}_{e,\text{lin}}|^2 \rangle_{\text{model}} d\bar{k}_e,
\]

and

\[
\tilde{Q}_{j,\text{model}} = C_q \int \frac{\bar{Q}_{j,\text{lin}}}{\bar{k}_e^2} \langle |\bar{\psi}_{e,\text{lin}}|^2 \rangle_{\text{model}} d\bar{k}_e,
\]

for the species \( j \), where the quantities with the superscripts \( lin \) represents the linear simulation result. Here, the tilde \( \tilde{\cdot} \) represents the normalization of the energy and particle fluxes by the values of \( n_i\nu_i eB^2/R^2 \) and \( n_i\nu_i B^2/R^2 \), respectively. The coefficients \( C_q = 0.78 \), \( C_q = 0.58 \), and \( C_q = 0.73 \). The quasi-linear fluxes are proportional to the product of the linear response function and the nonlinear electrostatic potential fluctuation. The model function with the mixing length estimate and the zonal flow decay time

\[
\langle |\bar{\psi}_{e,\text{lin}}|^2 \rangle_{\text{model}} = \frac{C_q (\gamma_{0} \bar{k}_e^2 \nu_{0})}{C_q + \alpha_{ZF} \nu_{0}^2 / \bar{k}_e^2 \nu_{0}^2}.
\]

The parameters are determined as \( C_q = 1.0 \times 10^2 \), \( C_q = 9.2 \times 10^{-4} \), \( \alpha_{FF} = 0.54 \), \( \alpha_{ZF} = 0.12 \) and \( \alpha_{ZF} = 1.6 \). For the particle and heat transport, the linear simulation results of the quantity related with the mixing length estimate and the zonal flow decay time reproduce the nonlinear simulation results by the quasi-linear flux models.

In Sec. 5, the transport simulation for \( T_e \) and \( T_i \) is performed by the heat diffusivity and quasi-linear flux models. The radial profile of \( T_i \) is predicted using the ion heat diffusivity model (2). The radial profile of \( T_e \) is predicted using the electron heat diffusivity model (1) and the quasi-linear flux model for the electron heat transport (4). The value of \( \tilde{Q}_{\text{model}}^{\text{q, cl}} \) is obtained from the ratio of \( \tilde{Q}_{\text{model}}^{\text{q, cl}} / \tilde{Q}_{\text{model}}^{\text{q, cl}} \), where \( \tilde{Q}_{\text{model}}^{\text{q, cl}} \) is evaluated by the ion heat diffusivity model (2).

### 3. Additional Modeling of Turbulent Heat Diffusivities

In this section, how to install the heat diffusivity models is explained to a transport simulation. This method is same as the case for the adiabatic electron [24]. The
linear analysis is done using the GKV code for the additional modeling of the turbulent heat diffusivities, before the dynamical transport simulation. For reducing a computational cost, the additional modeling is needed for $\mathcal{L}$ in terms of the physical parameter which is included in the transport codes. The characteristic length of the ion temperature gradient is considered to be the important parameter for the ITG instability. The parameter $L_{T_i}$ is considered to be more sensitive to the electron and ion heat fluxes than the electron temperature gradient scale length for the ITG mode studied here. As the function of the ion temperature gradient scale length $L_{T_i}$, the parameter $\mathcal{L}$ is additionally modeled by

$$
\mathcal{L} = a(\rho) \left( \frac{R}{L_{T_i}} - \frac{R}{L_{T_i}} \right),
$$

where $L_{T_i}$ is the normalized critical ion temperature gradient for the ITG instability and $\rho$ is the radial position normalized by the minor radius.

To find the critical ion temperature gradient, the dependence of $\mathcal{L}$ on $R/L_{T_i}$ is examined [8] with all plasma parameters fixed except the ion temperature gradient in the region $0.14 \leq \rho \leq 0.80$. When we examine the linear growth rate of the ITG mode, the radial profiles of (a) the density ($n$), (b) the electron ($T_e$) and ion temperatures ($T_i$) and (c) the safety factor ($q$) are used in Fig. 1 for the high-$T_i$ plasmas. Figure 2 shows the radial profiles of (a) the density, (b) the electron and the ion temperature, and (c) the safety factor for the low-$T_i$ plasmas. The electron temperature profile is same as the ion one for the low-$T_i$ plasmas. This simulation is performed for the three dimensional equilibrium field configuration with $R = 3.75$ m (the high-$T_i$ plasmas) and $R = 3.6$ m (the low-$T_i$ plasmas), using the plasma profiles explained here in the VMEC calculation. The slope $a(\rho)$ and the critical ion temperature gradient $L_{T_i}$ depend on the values of $L_{T_i}(-T_e/T_i')$, $L_{n}(-n/n')$ and the safety factor, which change due to the radial positions. We calculate the linear fitting function (6) at each radial point and obtain the critical values of $R/L_{T_i}$, $R/L_{T_i}$, where $\mathcal{L}$ becomes zero. The slope $a(\rho)$ in terms of $R/L_{T_i}$ and the critical ion temperature gradient, (b) $R/L_{T_i}$ are obtained in Fig. 3 (the high-$T_i$ plasmas) and Fig. 4 (the low-$T_i$ plasmas). In the dynamical simulation, the plasma profile, for example, the ion temperature or the electron temperature, is fixed at the initial state in shaded region $0.8 < \rho < 1.0$. When we calculate the value of the ion temperature gradient scale length $L_{T_i}$. The curves represent the fitting function with respect to the radial position $\rho$. The functions of $R/L_{T_i}$ and $R/L_{T_i}$ are used as $a(\rho) = 0.19 - 0.96\rho + 6.6\rho^2 - 9.4\rho^3 + 4.3\rho^4$ and $R/L_{T_i} = 2.6 + 2.5\rho + 6.5\rho^2$ for the high-$T_i$ plasmas. For the low-$T_i$ plasmas, the functions of $a(\rho)$ and $R/L_{T_i}$ are used as $a(\rho) = 1.9 \times 10^3 \rho - 3.4 \times 10^3 \rho^2 + 1.1 \times 10^3 \rho^3 - 1.1 \times 10^3 \rho^4$ for $\rho \leq 0.5$, $a(\rho) = 9.6 \times 10^2 \rho - 5.7 \times 10^3 \rho + 1.3 \times 10^3 \rho^2$ for $\rho > 0.5$ and $R/L_{T_i} = 4.7 - 3.3 \times 10 \rho + 1.5 \times 10^2 \rho^2 - 2.0 \times 10^3 \rho^3 + 8.5 \times 10^3 \rho^4$ in the dynamical transport simulation.
choose the values of $R/L_T$, which are far from the critical gradient, so that the value of $a(\rho)$ is small. The fitting of $L$ with the other functions is for the future study.

The zonal flow decay time $\tilde{\tau}_{ZF}$ [21], which only depends on the magnetic field structure, is examined in the radial region $0.1 \leq \rho \leq 0.8$. The radial profile of the zonal flow decay time $\tilde{\tau}_{ZF}$ is shown in Fig. 5(a) for the high-$T_i$ plasmas. The fitting function for the zonal flow decay time for the high-$T_i$ plasmas $\tilde{\tau}_{ZF} = 2.3 + 2.5\rho - 4.3\rho^2$ is used throughout the transport simulation for the high-$T_i$ plasmas, because the field configuration is fixed throughout the simulation. The radial profile of the zonal flow decay time $\tilde{\tau}_{ZF}$ is shown in Fig. 5(b) for the low-$T_i$ plasmas. The fitting function for the zonal flow decay time for the low-$T_i$ plasmas $\tilde{\tau}_{ZF} = 1.7 + 1.3 \times 10\rho - 4.4 \times 10\rho^2 + 5.9 \times 10\rho^3 - 2.9 \times 10\rho^4$ is used. Note that this modeling for $L$ and the fitting function for the zonal flow decay time is applicable to the magnetic field structure used here and the fixed profiles of the density and the electron temperature. It is found that the additional modeling for $L$ and $\tilde{\tau}_{ZF}$ reproduces the results of the reduced models for the turbulent electron and ion heat diffusivities, (1) and (2).

4. Additional Modeling for Quasilinear Flux Models

The quasilinear flux model for the particle and heat transport is shown in Eqs. (3) and (4). The ratios of the quasilinear flux models by use of the GKV-X code is determined by Eqs. (3) and (4). In the dynamical simulation, the ion heat flux is evaluated from the ion heat diffusivity model, because how to apply the ion heat diffusivity model to the transport code was already shown [24]. The radial profiles for the ratios of the quasilinear electron heat flux model to the quasilinear ion heat flux model for the high-$T_i$ and low-$T_i$ plasmas are shown in Fig. 6(a) and Fig. 6(b), respectively. Figure 6(a) and Fig. 6(b) indicate the radial dependences of $\tilde{\tau}_{ZF}$ and $\tilde{\tau}_{ZF}^{FF}$ for the high-$T_i$ and low-$T_i$ plasmas with the boxes, respectively. The curves in Fig. 6 represent the fitting functions for the radial profiles of $\tilde{\tau}_{ZF}^{FF}$ and $\tilde{\tau}_{ZF}^{FF}$.

5. Transport Analysis by Heat Diffusivity and Quasilinear Heat Flux Models

Now, the transport dynamics of the electron or ion temperature is studied using the modeled heat diffusivities and the modeled quasilinear heat fluxes, when the integrated transport code, e.g., TASK3D [17] is performed. In this study, the time evolution of the density is not solved, because the analysis of the particle source for the experimental condition is not available in the TASK3D at present. First, the time evolution of $T_i$ or $T_e$ is studied in the high-$T_i$ plasmas. The dynamics of the radial $T_j$ profile for the species $j$ is simulated by solving the diffusion equation as

$$\frac{\partial}{\partial \rho} \left( \frac{3}{2} \rho \tilde{\tau}_{ZF} \right) = -\frac{\partial}{\partial \rho} \left( \frac{\partial}{\partial \rho} \left( V' Q_j \right) + P_{bxi} + P_{bij} \right),$$

where $V$ is the plasma volume, $V' = dV/d\rho$. Here, $P_{bxe} = -P_{hx}, P_{bxi} = P_{hx},$ and $P_{bij}$ is the absorbed power.
for the species $j$, where $P_{hs}$ is the heat exchange term. The heat flux $Q_j$ is set as $Q_j = -\langle \nabla p \rangle \cdot \rho \chi_j^{\text{NEO}} \partial T_j / \partial \rho$, where $\chi_j^{\text{NEO}}$ is the neoclassical diffusion coefficient for the species $j$ and $\langle \rangle$ represents the magnetic surface average. The neoclassical diffusion coefficient is derived from DGN/LHD database with the low-$\beta$ limit ($\beta = 0$) [26].

For the dynamical simulation for the $T_i$ profile, the $T_i$ profile of the experimental results for the high-$T_i$ plasmas is used for an initial state. The turbulent ion diffusivity $\chi_t$ is evaluated by substituting the fitting functions for $Z$ and $\tilde{\tau}_{EF}$ in Eq. (2). The profile of the radial electric field $E_r$ is derived from the ambipolar condition at the initial plasma state. The positive $E_r$ is experimentally observed in the region $0.8 < \rho < 1.0$ for the high-$T_i$ plasma in the LHD of #88934 [19]. Therefore, the largest positive radial electric field is chosen from three solutions of the ambipolar conditions, which is shown in Fig. 7(a), where the three solutions of the ambipolar radial electric field are found in the radial region $0.52 \leq \rho \leq 0.89$. For the low-$T_i$ plasmas, one solution of the negative radial electric field for the ambipolar condition is obtained in Fig. 7(b). The radial profiles of the density and the electron temperature are fixed, which are shown in Fig. 1. This is because the profiles of the density and the electron temperature are considered to be almost stationary in the experimental results [19]. Since the ion temperature profile is also considered to be nearly stationary in the experimental results [19], the radial profile of the ambipolar electric field is assumed to be fixed in this study. The value of the ion temperature is fixed at the initial state in the shaded region $0.80 \leq \rho \leq 1.0$, because the modeling for the turbulent heat diffusivities is performed in the region $0.14 \leq \rho \leq 0.80$. At the initial state, the radial profile for the absorbed power of ions, $P_{hi}$ is calculated using TASK3D and is fixed throughout the simulation and we use the fixed $q$ profile in Fig. 1(c).

We show the simulation results for the kinetic electron response of the stationary ion temperature profile with the solid line in Fig. 8(a), for comparison with the experimental result. The dashed and dotted lines indicate the profiles of $T_i$ for the simulation result in the adiabatic electron condition and the experimental results for the high-$T_i$ plasmas, respectively. In the adiabatic and kinetic electron conditions, the simulation results for the $T_i$ profiles show the good agreement with the experimental result. The ion energy flux at $\rho = 0.65$ in the case with the experimental $T_i$ profile is about four times larger than that in the case with the simulated $T_i$ profile at a stationary state. The ion heat flux with the ion temperature gradient reduced by 20% from the experimental result is comparable to that by the stationary state for $T_i$ for the transport simulation result at $\rho = 0.65$. Therefore, the stiffness is found to be strong in this case. The simulation result for the adiabatic electron condition shows better agreement with the experimental result than that for the kinetic electron response in this case. However, it is predicted that the simulation result for $T_i$ with the kinetic electron agrees with the experimental result better than that with the adiabatic electron for the high-$T_i$ plasmas in the other shots for the LHD [27]. Since the gyrokinetic transport models used in this article are proposed under the assumptions that there are still unintroduced effects, e.g., $E \times B$ shearing effects, which may improve the prediction of the $T_i$ profile, the simulation model should be improved. The stationary profiles of the turbulent and neoclassical diffusivities are also shown in Fig. 8(b). The filled circles and the boxes represent the ion turbulent and neoclassical diffusivities. The ITG mode is destabilized in the radial region $0.10 < \rho < 0.8$. The turbulent transport is dominant compared with the neoclassical transport in the radial region $0.52 \leq \rho \leq 0.80$, where the positive electric field is chosen.

For the dynamical transport simulation for the $T_e$ profile, the radial $T_e$ profile of the experimental results for the high-$T_i$ plasmas is used as an initial state. The turbulent electron diffusivity $\chi_t$ is evaluated by substituting the fitting functions for $L$ and $\tilde{\tau}_{EF}$ in Eq. (1). In another case, the turbulent electron diffusivity $\chi_t$ is estimated by the ratio of the quasilinear electron heat flux model to the quasilinear ion heat flux model, where the quasilinear ion heat flux model is estimated from the ion heat diffusivity model. Note that the change of the electron temperature
gradient in the time evolution is not included for the modeling for $\chi_e$ in this study. The radial profiles of the density and the ion temperature are fixed, which are shown in Fig. 1. The profile of the radial electric field in Fig. 7 (a) is also kept throughout the simulation. The value of the electron temperature is fixed at the initial state in the shaded region $0.80 \leq \rho \leq 1.0$. At the initial state, the radial profile for the absorbed power of electrons, $P_{ne}$ is calculated using TASK3D and is fixed. The simulation results of the stationary electron temperature profiles by using the electron heat diffusivity model and the quasilinear flux model are indicated with the solid line and the dashed line in Fig. 9, respectively. The dotted line represents the experimental results of the $T_e$ profile for the high-$T_i$ plasmas. The simulation results for the both cases agree well with the experimental results in the region $0.3 < \rho < 0.8$. However, the value of $T_e$ of the simulation result becomes larger than that of the experimental result in the region $0.0 < \rho < 0.3$, because the modeling for the turbulent transport by the linear simulation results is performed in the region $0.46 < \rho < 0.80$ and the time change of the electron temperature gradient is not included for the modeling for $\chi_e$ in this study. If the electron temperature gradient is included in the modeling for $\chi_e$, the electron heat diffusivity becomes larger even for the ITG mode and the value of the electron temperature is predicted to be smaller. In both cases of the simulation results, the electron neoclassical transport is dominant compared with the electron turbulent transport in the most radial region. The ITG mode becomes unstable in the region $\rho > 0.2$.

Next, the time evolution of $T_i$ or $T_e$ is studied in the low-$T_i$ plasmas. The dynamical simulation for $T_i$ is performed, where the ion temperature profile shown in Fig. 2 (b) is used for the initial state. The radial profiles of $n$ and $T_i$ in Figs. 2 (a), (b), and the electric field in Fig. 7 (b) are fixed throughout the simulation. We show the simulation results of the stationary ion temperature profile with the solid line in Fig. 10 (a), for comparing with the experimental result (the dotted line) for the low-$T_i$ plasmas. It is found that the simulation result for the low-$T_i$ does not contradict with experimental result. For the adiabatic electron condition, the ITG mode is unstable only in the region $\rho > 0.6$ [28]. Therefore, the dynamical simulation for the adiabatic electron approximation is not performed in the low-$T_i$ plasmas. Figure 10 (b) indicates the radial profiles of the turbulent and neoclassical diffusivities. The ITG mode becomes unstable in the radial region $\rho > 0.24$.

For the dynamical transport simulation for the $T_e$ profile, the $T_e$ profile of the experimental results for the low-$T_i$ plasmas is used as an initial state. The radial profiles of the density and the ion temperature are fixed, which are shown in Fig. 2. The profile of the radial electric field in Fig. 7 (b) is also fixed throughout the simulation. The simulation results, using the electron heat diffusivity model and the quasilinear flux model, of the stationary electron temperature profiles are shown with the solid line and the dashed line in Fig. 11, respectively. The dotted line indicates the radial profile of $T_e$ of the experimental results for the low-$T_i$ plasmas. The $T_e$ profiles of the simulation results are found to be comparable to the experimental results in the low-$T_i$ plasmas. The electron temperature is larger than the experimental results except the $T_e$ values in the region $0.7 < \rho < 0.8$ by using quasilinear flux model. As explained above, it is predicted that the inclusion of the electron temperature steepening in the modeling for $\chi_e$ decreases the value of the electron temperature. Both the diffusivity and the quasilinear flux models for the electron heat transport predict almost the same $T_e$ profiles in Figs. 9 and 11. Therefore, it may be considered that the quasilinear flux model is not needed, because the quasilinear flux formulation is more complicated than the function of the diffusivity models. However, it is predicted that the electron heat diffusivity model can not be obtained for the flattened $T_e$ profile, which is different from Figs. 1 (b) and 2 (b). In fact, the particle diffusivity model is not shown for
the flattened density profile which is typical for the LHD. This is because it is difficult to obtain the accurate values of the effective particle diffusivity. The quasilinear flux model for the particle transport can be obtained even for the flattened density profile [23]. The quasilinear flux formulation enables us to model the particle and heat transport for the flattened density and temperature profiles. The quasilinear models are not directly introduced to the transport simulation in this article. The quasilinear model for the electron heat transport is calculated by \( \tilde{Q}_{\text{model}} \) where \( \tilde{Q}_{\text{model}} \) is evaluated by the ion heat diffusivity model (2). The simulation study using the quasilinear models in this article is the preparatory one for the transport simulation, where the quasilinear flux models will be directly installed. In both cases of the simulation results, the electron neoclassical transport is larger than the turbulent transport in the radial region \( \rho < 0.7 \). The ITG mode is unstable in the region \( \rho > 0.6 \).

6. Summary

The dynamical transport simulation is performed for the turbulent transport by use of the heat diffusivity and the quasilinear flux models based on the gyrokinetic simulation results and the neoclassical transport by use of DGN/LHD database. The ion heat diffusivity model is used to evaluate the ion heat transport for the dynamical simulation of the ion temperature. In the kinetic electron condition, the \( T_e \) profile of the simulation result is in agreement with that in the experimental result for the high-\( T_i \) and low-\( T_i \) plasmas in the LHD of the shot number 88343. The \( T_e \) profile of the simulation results is found to be comparable to the experimental results for the high-\( T_i \) and low-\( T_i \) plasmas, when the electron heat diffusivity model and electron quasilinear flux model are used. The inclusion of the electron temperature gradient for the ITG mode in the modeling of the electron heat transport is for the future study. The promising method [24] of a low computational cost for adapting the gyrokinetic turbulent transport model to a transport code is used. It is found that the temperature profiles by the transport simulation, where the reduced models which reproduce the nonlinear simulation results are used, are comparable to the experimental results. Note that the heat diffusivity and the quasilinear models are shown by studying the ITG mode using the specified plasma profiles and field configurations in the high- and low-\( T_i \) #88343 plasmas. The heat diffusivity and the quasilinear flux models have been studied using the other plasma profiles and field configurations in the LHD [27]. The particle quasilinear flux model is needed for the transport simulation of the density evolution. The study of the particle source/sink in the LHD is under way. The dynamical simulation results for the density profile will be reported in another article.
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