Waves and Turbulences in Solar and Stellar Atmospheres and Winds

Takeru K. SUZUKI and Takuma MATSUMOTO

Department of Physics, Nagoya University, Furo-cho, Chikusa, Nagoya 464-8602, Japan

(Received 6 December 2012 / Accepted 22 May 2013)

Solar wind is the outflow of hot coronal plasma. Magnetohydrodynamical (MHD) wave and turbulence play an essential role in driving solar wind as well as stellar winds from solar-type stars. The sun, and in general, low-mass stars possess surface convective zones. Various modes of waves are excited from the stellar surfaces due to the convective motions, and these waves dissipate through various nonlinear processes such as turbulent cascade and the generation of compressive waves. As a result, the kinetic energy of the surface convection in the interior is transported to the upper atmosphere, which drives the wind. In this paper, we discuss these consecutive processes from both theoretical and observational viewpoints, and review our recent results of MHD simulations.

© 2013 The Japan Society of Plasma Science and Nuclear Fusion Research

Keywords: MHD, solar wind, turbulence, wave

DOI: 10.1585/pfr.8.2401129

1. Introduction

The energy liberated via the p+p chain nuclear fusion reaction in the central region of the sun is finally released by radiation from the photosphere. A tiny fraction, which is typically an order of \(\sim 10^{-6}\), of the energy is transferred to the solar wind, the outflow emanating from the hot corona with temperature \(\gtrsim 10^6\) K, which is much larger than the temperature (\(\approx 5780\) K) of the photosphere.

It is believed that the surface convective zone, in which the energy from the center is transferred outwardly by the motion of the gas itself, plays an essential role in driving the solar wind. Because of fluctuating motions involving the surface convection, various modes of waves are generated from the photosphere. The Alfvén wave, generated by the granulations or other surface activities, is a promising candidate operating in the heating and driving the solar wind. It can travel a long distance so that the dissipation plays a role in the heating of the solar wind plasma as well as the lower coronal plasma, in contrast to other processes, such as magnetic reconnection events and compressive waves [1], the heating of which probably concentrates at lower altitude.

Waves with the upgoing direction are supposed to be initially injected from the surface. Through the propagation, they suffer reflection, refraction, and various types of dissipation. As a result of these processes, the interplanetary space is mostly occupied by well-developed turbulence with both outgoing and incoming Alfvénic disturbances [2] (see Fig. 1). Since the Alfvén wave has energy flux, the dissipation of the outgoing component eventually leads to the heating and acceleration of the ambient plasma. Various processes have been raised as candidates of the dissipation of the Alfvén waves, such as turbulent cascade [3–6], phase mixing [7], nonlinear mode conversion to compressive waves by Ponderomotive force [8–10] or by parametric decay [11–13], ioncyclotron resonance [14,15], although there are still a lot of debates on the dominant process(es) which actually works in the sun.

The processes discussed so far is not unique in the sun. People believe that the stellar wind phenomena is universal in all the stars, and among them stars with a surface convection zone drive the stellar wind in a very similar manner to the sun. The main sequence stars with mass roughly below the solar mass, so-called solar-type stars, have a surface convection zone. Also, red giant stars generally possess a surface convection zone. In particular, the stellar wind from solar-type stars, which is important in terms of the formation and evolution of planets, is an active research field [16–18].

An important aspect of the plasma in the atmosphere of the sun and stars is that the density rapidly decreases with height because of the gravity by a star (Fig. 2).
Temperature (red; left axis) and density (blue; right axis) with astrocentric distance, \( r \). The adopted values are typical for the sun. The vertical axis is normalized by the solar radius, \( R_\odot = 7 \times 10^5 \) km; \( r = 1 R_\odot \) corresponds to the photosphere, and the corona is located typically above \( r > 1.003 R_\odot \), where the transition region is supposed to dynamically moves up and down. 1 astronomical unit (AU; Sun-Earth distance) equals to 215 \( R_\odot \).

Assuming the hydrostatic equilibrium with the isothermal circumstances for simplicity, density, \( \rho \) falls as \( \rho \propto \exp \left[ - \frac{r}{H} \right] \), where \( r \) is astrocentric distance, \( R_\star \) is a stellar radius and \( H \) is a scale height. In general, \( H \) is much smaller than \( R_\star \), which leads to the rapid decrease of \( \rho \).

In the solar condition, the density in the low corona at \( 2000 - 10^4 \) km (\( \ll \) the solar radius, \( R_\odot = 7 \times 10^5 \) km) is nearly 10 orders of magnitude lower than the density at the photosphere. The rapid change of the density gives the rapid change of the Alfvén speed, which triggers reflection as a consequence of the deformation of wave shape [19], which is discussed later based on our simulations.

The stratified atmosphere by the stellar gravity gives another important consequence, the dominance of the magnetic energy over other forms of energy, the kinetic thermal energy of the gas. In Fig. 3 we display schematic diagrams for the comparison of the magnetic and gas pressure as functions of \( r \). The top panel is the condition where the background condition satisfies the hydrostatic equilibrium. In the solar condition, the average magnetic pressure is much smaller than the gas pressure at the photosphere, whereas magnetic pressure becomes comparable in local-
Fig. 6 Results of fast solar wind with observations in polar regions from our 1D simulation [9]. The figure is adopted from [9] with modification. From top to bottom, outflow speed, $v_r$ (km s$^{-1}$), temperature, $T$ (K), density in logarithmic scale, log($\rho$ (g cm$^{-3}$)), and rms transverse amplitude, $\langle dv_{\perp} \rangle$ (km s$^{-1}$) are plotted. Observational data in the third panel are electron density, log($N_e$ (cm$^{-3}$)) which is to be referred to the right axis. Dashed lines indicate the initial conditions and solid lines are the results at $t = 2573$ minutes. In the bottom panel, the initial value ($\langle dv_{\perp} \rangle = 0$) does not appear. **first**: Green vertical error bars are proton outflow speeds in an interplume region by UVCS/SoHO [34]. Dark blue vertical error bars are proton outflow speeds by the Doppler dimming technique using UVCS/SoHO data [35]. A dark blue open square with errors is velocity by IPS measurements averaged in 0.13 - 0.3AU of high-latitude regions [36]. Light blue data are taken from [37]; crossed bars are IPS measurements by EISCAT, crossed bars with open circles are by VLBA measurements, and vertical error bars with open circles are data based on observation by SPARTAN 201-01 [38]. **second**: Pink circles are electron temperatures by CDS/SoHO [39]. **third**: Circles and stars are observations by SUMER/SoHO [40] and by CDS/SoHO [34], respectively. Triangles [34] and squares [41] are observations by LASCO/SoHO. **fourth**: Blue circles are non-thermal broadening inferred from SUMER/SoHO measurements [42]. Cross hatched region is an empirical constraint of non-thermal broadening based on UVCS/SoHO observation [43]. Green error bars are transverse velocity fluctuations derived from IPS measurements by EISCAT [44].

...ized regions such as sun spots [20]. As moving upward, the gas pressure falls with decreasing density in an exponential manner. On the other hand, the decrease of the magnetic pressure is in a power-law manner; if a simple dipole geometry is assumed, $B \propto r^{-3}$, and accordingly the magnetic pressure falls with $r^{-6}$. Then, the decrease of the magnetic pressure is slower than the decrease of the gas pressure, and consequently the magnetic pressure dominates the gas pressure at a high altitude. Assuming the typical solar condition, the average magnetic pressure exceeds the gas pressure at $r \gtrsim 1000$ km ($\sim (1.001 - 1.002)\text{R}_\odot$), corresponding to the chromospheric height. From the upper chromosphere to the coronal regions, the dynamics and energetics are basically controlled by the magnetic energy. This is a reason why the Alfvén wave plays a major role in driving the solar wind.
When analyzing properties of Alfvén waves, Elsässer variables,
\[ z_\pm = \frac{\delta v_\perp \mp \delta B_\perp}{\sqrt{4\pi \rho}}, \]
is a useful index, where \( \delta v_\perp \) and \( \delta B_\perp \) are amplitudes of velocity and magnetic field associated with Alfvén wave, and \( \perp \) indicates the perpendicular direction with respect to background field, \( B_0 \). \( z_\pm \) denotes the amplitude of the Alfvén wave which travels to the (anti-)parallel direction with \( B_0 \) (Fig. 4). Elsässer variables are used to study the development of Alfvénic turbulence in solar wind plasma [21, 22]. Recently, Fujimura & Tsuneta [23] observed the phase correlation between \( \delta v_\perp \) and \( \delta B_\perp \) at the photosphere, and found that reflected Alfvén waves from the upper region is so ubiquitous in the solar atmosphere, which we discuss from a theoretical point of view.

In this paper, we review our recent results of numerical simulations for the solar wind [9, 10, 24]. Although there are still uncertainties in the source region of the solar wind, a coronal hole, which are recognized as a dark area in a soft X-ray image as shown in Fig. 5 and roughly coincides with regions with magnetic field open to the interplanetary space [25], is believed to contribute to a sizable fraction of the total mass of the solar wind.

2. Our Simulation

2.1 Setup

We perform dynamical MHD simulations with radiative cooling and thermal conduction in a single flux tube in coronal holes, with focusing on the energy transfer. We started from one dimensional simulations [9, 10]; we only consider \( r \) dependence but treat 3 components of velocity and magnetic field. In two dimensional (2D) simulations [24], we take into account the dependences on one transverse component in addition to the \( r \) dependence.

We adopt a super-radially open magnetic flux tube [26–28]. We initially set up a static and cool (\( T = 10^4 \) K) atmosphere and start a simulation run by injecting velocity fluctuations from the photosphere with amplitude, \( \delta v_0 \sim 1 \text{ km} \text{s}^{-1} \), comparable to the observed granule motions [29]. A great advantage of the code is that we can automatically determine mass loss rates as a dynamical output of the injected Poynting flux from the photosphere. For other details of the simulations, please consult [9, 10, 24].

2.2 Wind structure

Figure 6 plots the initial condition (dashed lines) and the results after the quasi-steady state condition is achieved at \( t = 2573 \) minutes (solid lines), compared with recent observations of fast solar winds. From top to bottom, \( v_r \) (km s\(^{-1}\)), \( T \) (K), mass density, \( \rho \) (g cm\(^{-3}\)), and rms transverse amplitude, \( \langle \delta v_\perp \rangle \) (km s\(^{-1}\)) are plotted. As for the density, we compare our result with observed electron density, \( N_e \), in the corona. These variables are averaged for 3 minutes to incorporate observational exposure time. Figure 6 shows that the initially cool and static atmosphere is effectively heated and accelerated by the dissipation of the Alfvén waves. The sharp transition region which divides the cool chromosphere with \( T \sim 10^4 \) K and the hot corona with \( T \sim 10^6 \) K is formed owing to a thermally unstable region around \( T \gtrsim 10^5 \) K in the radiative cooling function [30, 31]. The hot corona streams out as the transonic solar wind. The simulation naturally explains the observed trend quite well.

In Fig. 7, we show the result of the 2D simulation in comparison with observational data. The solid lines are the averaged over the transverse distance. The overall trend is quite similar to that of the 1D simulation, while the dissipation channels of the Alfvén waves is different as discussed later.

Figure 8 illustrates a snap-shot wind structure of the 2D simulation. The panels (a) and (b) show that density perturbations are stochastically excited depending on both radial and transverse directions. These density perturbations are mostly associated with compressive waves. The panels (c) and (d) indicates that the height of the transition region, which separates the cool chromosphere and the hot
corona, varies with transverse distance. This clearly illustrates an importance of the 2D treatment, in contrast to the 1D treatment.

2.3 Dissipation of Alfvén waves

We investigate the dissipation of the Alfvén waves. The Alfvén waves which are generated from the photosphere suffer reflection before reaching the corona. In the chromosphere, which is located between the photosphere and the corona, the density decreases \( \sim 8 \) orders of magnitude, and as a result, the Alfvén speed largely increases. This triggers the deformation of the shape of propagating waves, and in the 1D and 2D simulations for the solar wind, \( \sim 90\% \) of the initial energy flux is reflected back downward [9, 10, 24]. This is consistent with the observation by [23], which reported that the amount of the down-going Alfvénic disturbances is comparable to that of the outgoing component.

From now, we discuss properties of the Alfvén waves which transmit to the corona. We first start from discussions on the 1D simulation. Figure 9 presents radial distance – time diagrams of \( v_r, \rho, v_\perp, \) and \( B_\perp/B_r \) in \( R_\odot \leq r \leq 15R_\odot \) from \( t = 2570 \) min. to 2600 min. of the 1D simulations. The fast MHD and Alfvén modes degenerate in our 1D treatment (wave vector and underlying magnetic field are in the same direction), so we simply call transverse waves Alfvén modes. In our simple 1D geometry, \( v_r \) and \( \rho \) trace the slow modes which have longitudinal wave components, while \( v_\perp \) and \( B_\perp \) trace the Alfvén modes which are transverse.
tion of power spectrum of the Alfvén waves. The 4 panels clearly show that the Alfvénic perturbations preferentially evolve to the perpendicular direction with respect to the background radial magnetic field from the surface to the upper locations [32].

We estimate the heating as a result of electric currents, which contains the turbulent cascade, in comparison with the heating carried by the dissipation of the nonlinearly generated compressive waves [24,33]. We found that the heating by the currents partly dominate the heating by the compressive waves. Realistic 3D treatment of the solar wind is required to pin down the actual dissipation mechanism of the Alfvén waves.
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One can clearly see the Alfvén waves in $v_\perp$ and $B_\perp/B_r$ diagrams, which have the same slopes with the Alfvén characteristics shown above. One can also find the incoming modes propagating from lower-right to upper-left as well as the outgoing modes generated from the surface. These incoming waves are generated by the reflection at the ‘density mirrors’ of the slow modes. At intersection points of the outgoing and incoming characteristics the non-linear wave-wave interactions take place, which play a role in the wave dissipation.

The slow modes are seen in $v_\parallel$ and $\rho$ diagrams. Although it might be difficult to distinguish, most of the patterns are due to the outgoing slow modes which are generated from the perturbations of the Alfvén wave pressure, $B_\perp^2/8\pi [8]$. These slow waves steepen eventually and lead to the shock dissipation. The main channel of the dissipation of the outgoing Alfvén waves is the nonlinear generation of compressive waves in our 1D treatment.

In the 2D simulation, we can treat turbulence phenomena in addition to compressive waves, whereas the turbulence in 2D geometry is still different from the turbulence in realistic 3D geometry. Figure 10 exhibits the evolution of power spectrum of Alfvén wave as a function of radius. The figure is adopted from [24]. The four panels represent the power spectrum of Alfvén wave at (a) $R = 1.1 R_\odot$, (b) $R = 6.0 R_\odot$, (c) $R = 11 R_\odot$, and (d) $R = 14 R_\odot$. The vertical and the horizontal axis represents the wave number in $\phi$ direction, $k_\phi$, and in $r$ direction, $k_r$, normalized by $k_0 = 2\pi \Delta \phi$, where $\Delta \phi$ is the angular system size in $\phi$ direction. The color in each panel shows the power spectral density in Fourier space normalized by the peak value.

---

1The phase correlation of the longitudinal slow waves is opposite to that of the transverse Alfvén waves. The outgoing slow modes have the positive correlation between amplitudes of $v_\parallel$ and $\rho$ ($\delta v_\parallel \delta \rho > 0$), while the incoming modes have the negative correlation ($\delta v_\parallel \delta \rho < 0$).
(2009).