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A 3D scanner is a device that measures 3D objects in the real world and converts them to 3D digital data.

However, much noise and several loss areas (holes) are observed in the outputted data, especially when using a
low-cost 3D scanner. The purpose of this study is to propose a method for noise removal, burying holes, and
outputting a smooth 3D model. We propose a smoothing method employing the multi-level partition of unity
implicit (MPU) method. This method can compute a continuous surface by using implicit functions, enabling
noise and loss area removal. However, the output 3D data generated by this method is not often accurate because
the MPU method is sensitive to noise. Therefore, before applying the MPU method, we applied a noise reduction
process. In this study, we propose a system that can grasp smooth 3D object data by using a low-cost 3D scanner.
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1. Introduction

A 3D scanner is a device that measures objects in
the real world and outputs their 3D shape digital data.
Many 3D scanners have been proposed and commercial-
ized; however, high-precision 3D scanners [1] having laser
range sensors are very expensive. In this study, we em-
ploy the DAVID system [2] that can acquire 3D shape data
by using a generic laser pointer and web camera. However,
two major problems that arise in using the data obtained by
this 3D scanner for designing are the noise generated (mea-
surement errors) and the loss areas (holes) in the outputted
results. The second error occurs because of the materials
and the placement of the web camera and the object being
measured. These errors cannot be avoided because the re-
flection ratios of materials and colors are different, and we
cannot constantly keep rearranging the web camera posi-
tion.

Some methods have been proposed to solve these
problems. Studies for compensating the area using the sim-
ilarity of objects [3-5] and for noise reduction have been
conducted [6-8]. The DAVID system also has these func-
tions, for example, “smooth average” and “smooth me-
dia”. However these functions do not consider the entire
shape of a scanned object and changes correctly scanned
data. Moreover the DAVID system has a function “fusion”
which enables to remove overwrapped surfaces and points.
However, this method is easily affected by noises. In this
study, we propose a method for smoothing and compen-
sating the lost area by applying noise removal process and
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curved surfaces that are expressed using implicit functions.
This smoothing method was originally applied to noise-
less digital data, and the result obtained using this method
is also affected by noises. Therefore, a large portion of
the noise from the raw data outputted is removed before
smoothing. The purpose of this study is to not obtain very
accurate 3D data, but to obtain natural 3D data for use in
designing prototypes. Moreover, this proposed method en-
ables to change density of polygons in a 3D model since
the entire 3D model is determined by implicit functions.

2. Procedure

Figure 1 demonstrates the processing procedure of our
method. First, the shape is measured using a low-cost 3D
scanner. Next, noise in the measured 3D model is removed
using the feature of the polygon. Finally, implicit function
curved surfaces are applied to the output model, and thus,
the 3D shape model is obtained.

In this study, our apparatus comprises a PC (Intel
Core2Duo E6850, 2.99 GHz, 2GB RAM), a USB web
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4
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Fig. 1 Processing procedure.
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camera (DIGITAL COWBOY/DC-NCR20U) with VGA
resolution, a laser pointer (LE650-5-3-F-S) which emits a
red laser line, and a robot arm (ELEKIT/MR-999CP) for
moving the laser pointer.

2.1 Shape measurement

In this study, we employ the DAVID system for ob-
taining 3D digital data. Figure 2 shows how the 3D digital
data was obtained using this system. Before measuring, it
is necessary to calibrate the web camera. The measuring
space consists of two boards that should be arranged ver-
tically. Several markers are printed on these boards and
the size and position of the markers are already known.
The web camera is calibrated by scanning the positions of
these markers. By employing this procedure, the position
and posture in this coordinates is determined and the posi-
tion of the boards and the web camera should be fixed.

After that an object is positioned between the two
boards, as shown in Fig.2. The laser pointer that is at-
tached to the front of the robot arm (Fig. 3) emits a laser
beam. This laser beam is projected on the object and both
the boards. If there is no object in the measuring space,
the two lines reflected from the two boards are projected
on the web camera. On the other hand, if there is an object
in this space, the rays are reflected from the surface of the
object, from the boards, and are then projected on the web
camera.

Calibrated boards Laser Plane E

Laser pointer

H‘eb camera

Fig. 2 System configuration of the DAVID system.

Laser pointer

,

Fig. 3 Scanning environment.
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In the aforementioned calibration process, the position
and posture of the web camera is already known. Thus, the
laser plane E (Fig. 2) is determined. Once the laser plane E
is determined, the absolute 3D position of point p can also
be determined from the web camera image. If we measure
the entire area of the objects by this process, it is necessary
to measure from various angles and positions by moving
the camera and the object. In our research, we used the
robotic arm for moving the laser pointer. This is because
the wavering of the user’s hand greatly influenced the mea-
surement results. By repeating this process changing the
angle of the object, the whole shape can be measured with
not only the 3D positions of the vertices but also the poly-
gons and normal vectors.

2.2 Noise removal by polygon shape

Figure 4 shows an example of the measurement re-
sults, which primarily includes much noise (Fig.4 (c)). It
is impossible to perform the smoothing process because
the noise influences the final shape. Therefore, much of
the noise is removed before smoothing. Figure 4 (a) shows
the result of correctly scanning the 3D data and Fig. 4 (b)
shows typical noise obtained by the David system. The
feature of this noise is that one point of a polygon, includ-
ing the noise, is apart from two other points and the shape
resembles that of an isosceles triangle having long edges.
For this noise removal, the following processing was ap-
plied.

The triangle consists of 3 points p,, p,, and p;. The
edges are determined by Eq. (1), where L; is the distance

(b) raw dat.zf'
(n01sy scan data)

. (a) raw data
(correctly scanned data)

e B A

(©) result of scanning
(raw data)

(d) after noise removal
by this process

Fig.4 Scanned raw data and the results of the noise removal
process.
((a), (b), (c) are output data from DAVID and (d) is the
model after noise removal process.)
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of the opposite edge from point p;.

L= ||P2 _I’3||
Ly = |lp; — psll . (D
Ly = ||P1 _I’2||

In our noise removal process, if Eq. (2) holds, the point p;
is considered to be noise.

max(Ly) > S min(L;) (k - 1’2’3),

j=123 @

where S is a scale parameter for determining whether it
is noise or not. In this research, we defined parameter
S = 2.0. This parameter was obtained by conducting ex-
ploratory experiments. If this parameter is too big, noise
removal becomes impossible; and if it is too small, the
correct measured points are removed. There is some noise
generated in the post-processed model; however, remov-
ing too much noise makes the holes too big; therefore, this
residual noise is removed in the next smoothing process.
Figure 3 (d) shows the result after this process.

2.3 Smoothing by MPU method

We employ the multi-level partition of unity (MPU)
[9] method for smoothing the object. The MPU method
is one method for computing 3D surface from point data
using implicit function curved surfaces. The implicit func-
tion is determined as follows. There are n points with co-
ordinates (xy,y1,z1), (x2,¥2,22) ..., and (X, yu, 2,); these
points are on the surface D. If Eq. (3) holds for function f,
then

f(xi,yi,Zi)ZO (l: 1,2,...,’1). (3)

A curved surface C: f(x,y,z) = 01is an implicit function of
the surface D.

It is possible to express an implicit function with all
of the vertices; however, it takes a long time to determine
a suitable surface. We then employ the MPU method that
divides a point data model into two or more spherical cells,
computes its suitable implicit function, and then connects
these functions continuously. This enables us to shorten
the processing time. If there is more number of point data
than the threshold in one cell, the cell is divided. We use
the implicit function, as expressed by Eq. (4).

M
F) =) dilllx = el Qi(), @
i=1

where Q;(x) and ¢;(x) were determined by Egs. (5) and (6),
and M is the number of cells.
XTAx +b"x + ¢
(min(n - n) < 0)
w—(a@'u> +buv+cV+du+ev+ f),
(min(n-n) > 0)

llx = cill\?
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0 (x=cll > R)
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where np is the average vector of the normal vectors of n
points in one cell; R is the radius of the cell and ¢; is the
center point of the i-th cell; and w, v and u are the axes
of the local coordinate system in one cell. For comput-
ing the optimal solution, we minimize a variable £ (Taubin
distance [10]) defined by Eq. (7). This shows the approx-
imation error between the point on the implicit function
surface and the point data obtained from measurements.
By minimizing &, parameters A, b, ¢, a’, b’, ¢’, d’, ¢’ and
[ are calculated.

O(pp)

& e IVO(pu)II’ @

Finally, the implicit function surface is determined and the
smoothed 3D shape data is obtained.

Scanning result

'——..,-.-'_

;
£=0.03 £=0.03
(a) ball (b) remote controller

Fig. 5 Processing results.

2406112-3



Plasma and Fusion Research: Regular Articles

Volume 6, 2406112 (2011)

Table 1 Processing time.

Model Ball Remote
controller

Number of vertices of raw 95436 23371

data

Number of vertices after | 16098 12888

noise removal
Number of polygons of raw | 187230 45185
data

Number of polygons 32192 25776
after noise removal

Processing time for noise 58.13 s 2.65s
removal

Processing time for 70.00 s 45.36s
smoothing by MPU method

3. Estimations

The main aim of our study is not to obtain highly ac-
curate 3D data, but to obtain a 3D model that can be used
in a virtual environment or in concept design. Therefore,
we did not estimate from the viewpoint of the accuracy of
the outputted data. In this section, we show the results of
estimation in terms of the processing time and their depen-
dency on the estimation £. In this estimation, we use two
models. One model is a ball (Fig. 5 (a)) and the second is a
remote controller device, which includes buttons and some
ruggedness (Fig. 5 (b)).

Table 1 lists the number of vertices and polygons of
the measured data and the processing time of these mod-
els. Figure 5 shows the raw data obtained from the DAVID
system and the processing results when the approximation
error margin ¢ is varied. In the ball model, when ¢ is small,
there are some small objects outside the ball object. This
occurs when some noise exists apart from the ball model.
In such situations, one implicit function is made in a lo-
cal area and this function is connected continuously to the
ball model. Because of this, a number of small balls are
generated. On the other hand, if € is large, the implicit sur-
face is not made from points in a local area. If the error
factor is too large, the implicit function is generated from
the surface point of the ball and a point apart from the ball
surface. This decreases the accuracy of the output model
but can make a natural model.

On the other hand, in the controller model, if the error
factor is increased, the shape is too smooth and the features

of the model are lost. As a result of this estimation, this
process can make the smooth surface by adjusting the error
factor; however, this depends on the original features of the
3D model.

4. Summary

In this study, we propose a method for measuring 3D
shape data by using a low-cost 3D scanner, smoothing the
3D shape data, and outputting natural 3D data. There
is much noise in the output from a low-cost 3D scanner.
It is difficult to smooth the surface of the obtained data
by means of a general smoothing method. Therefore, we
roughly remove the noise and then smooth the surface of
the 3D object by employing the MPU method.

In our estimation, the processing time of the model,
which consists of approximately 100,000 vertices, is ap-
proximately 2 minutes. This shows the possibility of the
practical use of this method. And from a result of estima-
tions, by adjusting the error factor, we can obtain a natural
3D output by using this method. It is unfit to be used in
a detailed design process; however, it can be used as a 3D
object in a virtual environment or in the concept design
process.
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