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This paper describes a method for the automated estimation of three-dimensional pose (position and orien-
tation) of objects by autonomous robots, using multiple identification (ID) devices. Our goal is to estimate the
object pose for assembly or maintenance tasks in a real nuclear fusion reactor system, with autonomous robots
cooperating in a virtual assembly system. The method estimates the three-dimensional pose for autonomous
robots. This paper discusses a method of motion generation for ID acquisition using the sensory data acquired
by the measurement system attached to the robots and from the environment. Experimental results show the
feasibility of the proposed method.
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1. Introduction
The integrated management of objects (such as con-

struction materials) using ID devices (such as radio iden-
tification (RFID) devices) has been proposed in the area
of construction automation [1]. In addition, a virtual as-
sembly system for large-scale devices, for example a nu-
clear fusion reactor system, has also been proposed [2–4].
Based on the integrated data management of the real and
computational world and the virtual assembly system, this
requires assembly and maintenance schema for the large-
scale device using tele-operated autonomous robots [5], as
shown in Fig. 1.

It is crucial that the status of object and its infor-
mation be continuously updated. For example, the sys-
tem needs to know the object’s availability, pose (posi-
tion and orientation), form, and the task information [6].
For example, the status of the large-scale device can be
changed after the device is assembled. The autonomous
robot should inspect the environment, and then update the
device data for the maintenance task within the virtual
assembly system.

This paper describes a method for estimating the
three-dimensional pose (position and orientation) of ob-
jects by autonomous robots using multiple ID devices. The
robot estimates the object pose on the basis of the results
acquired from the devices attached to the object. The range
measurement system generates the motion of the ID reader
attached to the robot.
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Fig. 1 Integrated data management of an assembly environment
and its computational environment using ID devices.

This paper discusses a method of motion generation
for ID acquisition using the sensory data acquired by the
measurement system attached to the robots and from the
environment. The pose estimation method using ID de-
vices has been proposed [7]. In this method, the ID acqui-
sition is conducted by a human operator. A tele-operation
system requires motion generation of the robot for ID ac-
quisition.

Our goal is to estimate the object pose for assembly
or maintenance tasks in a real nuclear fusion reactor sys-
tem, with autonomous robots cooperating within a virtual
assembly system. In this paper, our experimental testbed is
a laboratory room, which is an environment that can eval-
uate the accuracy of the estimation results. Experimental
results show that the proposed method is feasible.
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Fig. 2 Overview of experimental environment.

2. Research Methodology
This section provides an overview of the experiment

and the method of motion generation for ID acquisition
using the sensory data of the robot.

2.1 System overview
Figure 2 shows the setup of the experiment. We use

a Mitsubishi Heavy Industry, Inc., PA-10 as the robot plat-
form for the ID acquisition experiment. The experiment
also uses an RFID reader (V680-HS65, OMRON, Japan)
and RFID devices (V680-D2KF67 M, OMRON, Japan).
The stereo vision system is a PointGrey Research Bum-
blebee 2 (focal length f = 3.8 mm), and is used to obtain
the background image from the viewpoint of the robot arm.
The RFID reader and stereo vision system are attached to
the end of the robot arm. We use a Polhemus PATRIOT
(Polhemus, USA), a six degrees of freedom tracking sen-
sor to integrate the coordination frame of the robot and the
object in order to evaluate the accuracy of the object pose.

The origin of the reference coordination frame is set
to coincide with that of the coordination frame of the robot
arm. The x-axis of the reference coordination frame is po-
sitioned so that it points towards the front of the robot arm,
and the y-axis of the reference coordination frame points
to the left side of the robot arm. The z-axis of the reference
coordination frame is set parallel to the vertical direction of
the robot arm. The coordination frame of the experimental
environment is shown in Fig. 2.

2.2 Problem setting
The conditions of the target object are described as

follows:

• RFID devices are attached to the upper surface of the
object. The robot obtains the IDs of the devices using
the RFID reader attached to the object.
• The robot has no preliminary information regarding

the positions and orientations of the ID devices with
respect to the object coordination frame.
• To simplify the experiment, there are no objects in

front of the robot in the initial stage. The robot first
obtains the background image, and then an object is
set in front of it as the moving object. We assume
only one object is present in the environment. Several
RFID devices are attached to the object.

(a) Initial range image (b) Range image of environment
with object

(c) Range image (object area) (d) Acquired object area

Fig. 3 Acquired object area of the environment.

• The robot can identify each RFID device by ID acqui-
sition. The position and direction of the RFID device
with respect to the object coordination frame are reg-
istered beforehand.

2.3 Motion generation for acquisition of
multiple IDs of the devices

Here, we explain the procedure for generating the con-
trolled robot motion so that it can read multiple IDs of de-
vices in order to acquire the object data:

(1) The robot records the background image of the sur-
rounding environment, which it uses as the range im-
age (Fig. 3 (a)). The thick area of the range image in-
dicates that the area is close to the measurement sys-
tem, and the pale area indicates that the area is further
away.

(2) The robot detects the object using the background
subtraction method based on the previously acquired
range image (Figs. 3 (b), (c)).

(3) The robot obtains the characteristic points of the mov-
ing object from the object surface (Fig. 3 (d)). The red
rectangle shown in Fig. 3 (d) indicates the area cov-
ered by the ID reader when searching for characteris-
tic points of the data set. These points are defined on
the basis of the layout of the experiment.

(4) Based on the characteristic points and by using a con-
trolled motion, the robot reads the IDs of the devices
(Fig. 4). The values PR,z max, PR,x min, PR,y max, and
PR,y min indicate the object features points, the highest
point, the nearest point, the left edge, and right edge
of the object area, respectively. These feature points
were obtained in step (3).

(5) After the robot acquires the multiple IDs of the de-
vices, it estimates the object pose on the basis of the
results of the ID readings.

(6) The robot moves back to the initial position, obtains
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Fig. 4 Characteristic points of the object and trajectory of ex-
ploration motion for ID acquisition.

the range image again, and updates the background
image of the environment.

In this way, the robot obtains the object data by using the
ID devices.

2.4 Object-pose estimation based on multi-
ple ID acquisition

We estimate the three-dimensional object pose (posi-
tion and orientation) using the results of ID acquisition.
We assume that the ID reader is a small commercial RFID
reader, which has a small detection range, and that the ob-
ject size is much larger than the communication range of
the RFID reader. Based on these assumptions, we can de-
scribe the properties of the ID acquisition as follows:

• The reader can obtain the ID of the devices placed at
the front of the ID reader.
• The ID reader can read the ID device if the device

is within the detection range of the ID reader and di-
rected toward the reader.
• The ID reader can read the ID device even if the de-

vice rotates about its axis in the direction of the ID
reader.

Figure 5 illustrates the geometric model of the ID
reader and the device, Di, used for acquiring the informa-
tion. Variables pR,Di and WRR,Di refer to the position and
the orientation of the ID reader while acquring the ID of
device, Di. The reader direction, rDi, is the z-axis of the
reader coordination frame. Variables pc,Di and RΩ,Di refer
to the displacement and the relative orientation of device
Di with respect to the reader coordination frame. It is diffi-
cult to measure pc,Di and RΩ,Di directly during ID acquisi-
tion. Variables po,Di and ko,Di refer to the position and the
direction of device Di with respect to the object coordina-
tion frame. Variables pob j and WRob j refer to the position
and orientation of the object.

From Fig. 5 and the assumptions outlined earlier, the
geometric relation for ID acquisition is given as fol-
lows [7]:

pR,Di +
WRR,Di pc,Di − WRob j po,Di − pob j = 0, (1)

rDi · WRob jRΩ,Di ko,Di + 1 = 0, (2)

where “·” denotes the inner product of the vectors. Note
that WRob j is represented by the unit quaternion

qob j =
[
qob j1 qob j2 qob j3 qob j4

]T
,

Fig. 5 Geometric model of ID acquisition [7].

where

qob j1 = cos
φob j

2
, εob j = uob j sin

φob j

2
,

where εob j =
[
qob j2 qob j3 qob j4

]T
, and uob j and φob j refer

to the equivalent rotation axis and the rotation angle of the
object, respectively [8].

We estimate the object pose using the geometric re-
lation of the ID acquisition for multiple ID devices. The
object pose, xob j =

[
pT

ob j qT
ob j

]T
, is estimated as the solu-

tion of the following non-linear programming problem:

J
(
xob j

)
=

1
2
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i=1

4∑

j=1

{
fi, j
(
xob j

)}2 → min

subject to

g
(
xob j

)
=
∣∣∣qob j

∣∣∣ − 1 = 0,

hi,1

(
xob j

)
=
∣∣∣pR,Di + rc,DirDi − WRob j po,Di − pob j

∣∣∣
−rc,Di ≤ 0, (3)

hi,2

(
xob j

)
= WRR,Di rDi · WRob jRΩ,Di ko,Di

− cos
(
π − θc,Dimax

) ≤ 0, (4)

where J
(
xob j

)
indicates the evaluation function, and

fi, j
(
xob j

)
is the geometric relation for Di, corresponding

to eqs. (1) and (2). Variables rc,Di and θc,Dimax refer to
the radius of the communication range of the ID reader
and the allowable inclination of the ID acquisition, respec-
tively. Equations (3) and (4) show that device Di is in the
communication range of the ID reader.

3. Experiment
This section describes an experiment that estimates

the object pose to show the feasibility of the proposed
method. First, we introduce the experimental conditions,
and then, we discuss the experimental results.

3.1 Experimental setting
Figure 6 shows the procedure of the pose estimation

experiment. The object that we are trying to estimate
is compared with the measurement result by the position
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Fig. 6 Procedure of experiment.

Table 1 Layout of ID devices

ID Position po,Di [mm] Direction ko,Di

1 [170, 279, 4]T [0, 0, 1]T

2 [175,14, 0]T [0, 0, 1]T

3 [69, 208, 32]T [0, 0, 1]T

measurement system. We set 15 object poses and then esti-
mated the poses on the basis of the result of ID acquisition
by the robot. The object was set with various horizontal
poses. We used the Polhemus PATRIOT to measure the
object pose. The receiver of the measurement system is
attached to the origin of the object coordination frame.

Three ID devices were attached to the object, each
with a unique ID. Each ID and the position and direction of
the device, po,Di and ko,Di, were registered in the data man-
agement server in advance, as shown in Table 1. Since the
communication range of the reader was 100 [mm], the dis-
tance from the ID reader to the device was set to 50 [mm](
pc,Di = [0 0 50]T

)
, and RΩ,Di was set to the initial matrix.

Variables rc,Di and θc,Dimax were set to 50 [mm] and 45 [deg],
respectively.

3.2 Results and discussions
We succeeded in 10 out of 15 trials. Five trials failed.

In the successful trials, the robot acquired the ID of the de-
vices between 6 and 21 times using ID acquisition motion
and between 2 and 10 times for each device. In the failed
cases, ID acquisition failed. The object feature points are
measured by the range measurement system. The uncer-
tainty of the feature points was one of the reasons for fail-
ure, as the robot generates the trajectory for ID acquisition
using these feature points.

The average estimation errors were 5.55 [mm],
11.9 [mm], 77.1 [mm] for the x, y and z-axis, respectively.
The average estimation error with respect to distance was
79.1 [mm]. The standard deviations for the errors were
7.2 [mm], 15.8 [mm], 13.1 [mm] for the x, y and z-axis,
respectively. The error for the z-axis is larger than those
for the other axes, because the measurement error for the
height obtained by the range measurement system is large.
The three-dimensional position and orientation of the ob-
ject were estimated using the results of acquiring the mul-
tiple ID devices using multiple ID readings from the same
devices.

We show the feasibility of pose estimation using mul-

tiple ID devices. However, the estimation error is quite
large for the object size. In future work, we will address
the adaptive motion of the ID reader, based on the result of
ID acquisition and the exploration motion for ID acquisi-
tion.

The experimental results are fundamental, and the tar-
get object is set horizontally. The object area should be
modeled as a polyhedron to generate the motion for an in-
clined object and a various shaped object for the virtual
assembly system. The improvement of the detection of the
object area is also a future work of the study.

4. Conclusion
This paper described a method that autonomous

robots can use to estimate an object’s pose using multi-
ple ID devices in an assembly and maintenance system for
a large-scale device, especially a fusion reactor system. In
order to successfully integrate the data management of the
real and computational world and the virtual assembly sys-
tem, it is crucial that the status of an object be continuously
updated, including its availability and pose (position and
orientation).

Here, we described the geometric model of the ID
reader and the devices during data acquisition. In addition,
we discussed a method for controlling the motion of the
ID reader based on the subtraction of the range image of
the environment. The robot obtains the IDs of the devices
based on the range image of the environment. Experimen-
tal results have shown the feasibility of the method.

Future work includes improvements in the effective-
ness of using the sensory data of the robot, adaptive mo-
tion based on the estimation results, and the data update
scheme for the virtual assembly system.
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