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Analysis of Fe XXI Spectral Lines Measured in LHD Plasma
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We measured extreme ultraviolet spectra of plasmas in the Large Helical Device after an Fe pellet was
injected and analyzed the Fe XXI spectral lines 112.12nm (2s?2p? *P,-2s2p® *P,) and A 12.875nm (2s%2p?
3Py-2s2p* *Dy). By constructing a collisional-radiative model for Fe XXI, we obtained the electron density
dependence of the line intensity ratio, which is the result of the excitation process among the fine-structure levels
of the ground state, 2s>2p? 3P; by electron and proton impact. Using the obtained electron density dependence,
we estimated the electron density from the measured intensity ratio. By comparing the estimated density with the
electron density distribution measured by a far infrared interferometer, we could estimate the location of the Fe
XXI emitting region. We found that Fe XXI appeared first around the density peak formed by the pellet and later
expanded toward a low-density region. The corresponding electron temperature of the location is lower than that
for ionization equilibrium, and the Fe XXI ions are expected to be in a non-equilibrium ionization state.
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1. Introduction

Iron is one of the major impurities in various plasmas,
since iron ions are provided by stainless-steel vessel walls
in laboratory plasmas or produced as a product of nucle-
osynthesis in the core of a star or during supernova explo-
sion in astrophysical plasmas. In astrophysical plasmas,
in particular, iron is abundant and is an important index
for heavy element abundance. It is important to measure
the intensity of iron ion spectral lines and determine the
physical condition of plasmas precisely by spectroscopic
methods.

Many studies have been conducted for modeling the
spectral line intensity ratios of Fe ions for plasma diag-
nostics. Doschek et al. (1973) first revealed the possibil-
ity of using Fe XXII lines as a density diagnostic for so-
lar flares [1], and Mason and Storey (1980) calculated the
electron density dependences of some Fe XXII line inten-
sity ratios with improved atomic data [2]. Mason et al.
(1979) first calculated the Fe XXI line ratio [3] for electron
density diagnostics; updated calculations with improved
atomic data were later reported [4, 5].

To analyze Fe ion spectral lines measured in solar
plasmas by the Extreme-ultraviolet Imaging Spectrometer
(EIS) mounted on the HINODE solar satellite [6], we have
developed a set of collisional-radiative (CR) models for Fe
ions from H-like to Ca-like ions for plasma diagnostics. A
CR model provides the population densities of excited lev-
els and spectral line intensities. To verify the validity of the
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model, we measured Fe spectral lines in laboratory plas-
mas and applied the model for analysis. We examined Fe
XIII lines measured for plasmas in the Large Helical De-
vice (LHD) and in an electron beam ion trap (EBIT) and
compared with the CR model for Fe XIII to verify it [7].
Using the verified CR model, the electron density distribu-
tion was estimated using the Fe XIII line intensity ratios
for a solar active region [8]. Fe XXII lines were also mea-
sured in LHD and EBIT plasmas and used to check the CR
model for Fe XXII [9].

In this paper we focus on Fe XXI spectral lines of C-
like Fe ions (Fe?**). These ions are produced in plasma
with electron temperature T, ~ 1 keV and have been ob-
served in solar flares [10]. We measured extreme ultra-
violet (EUV) spectra of LHD plasmas and found Fe XXI
lines and other L-shell Fe ion lines. Here we focus on two
lines, A 12.12 nm (2s22p? *P,-2s2p> 3P,) and 1 12.875 nm
(2522p? 3Py-2s2p® 3Dy). The intensity ratio of these lines
shows the electron density dependence and can be used for
density diagnostics [3—5]. We calculate the electron den-
sity dependence of the intensity ratio (Section 3) and com-
pare it with the measured EUV spectra of the LHD plasma
(Section 4). We then discuss the emission region of Fe
XXI ions estimated using the result (Section 5). Section 6
concludes the paper.

2. EUV Spectra Measurement
EUV spectra in the 8-26 nm wavelength range were
measured for plasmas in the LHD using the flat-field EUV
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Fig. 2 EUYV spectrum of shot 64921 at¢ = 1.9s.

spectrometer [11]. The exposure time of one frame was
5 ms. We analyzed the spectra measured for the plasma of
shot number 64921, in which an iron pellet was injected
at t = 1.8s. Plasma was heated by neutral beam injection
(NBI). Figure 1 shows the temporal evolution of the dis-
charge.

After Fe pellet injection, M-shell Fe ions appeared
first; L-shell Fe ions then appeared at = 1.875 s and lasted
until + ~2s when line intensities weakened to an inten-
sity similar to that of background Fe ion lines originating
from the vacuum vessel. Figure 2 shows the EUV spec-
trum at r = 1.9s. The line intensities of A12.12nm and
A12.875 nm lines were obtained by fitting with a Gaussian
profile. Figure 3 shows the obtained temporal distribution
of the line intensities and the intensity ratio. The intensity
reached maximum at # ~ 1.89 s and then decreased. How-
ever, the intensity ratio was nearly constant until # ~ 1.95s
and then decreased.

where W(p, q) is the rate coefficient of atomic processes
for the transition from level p to level g. All relevant
atomic processes were considered in the rate equations: ra-
diative decay, electron-impact excitation and de-excitation,
electron-impact ionization, radiative recombination, di-
electronic recombination, three-body recombination, and
proton-impact excitation and de-excitation. Most of the
atomic data were calculated using the HULLAC atomic
code [12]. The wavelengths of spectral lines for some
important dipole transitions were obtained from the NIST
database [13]. Proton-impact excitation rate coefficients
were obtained from the evaluated data [14]. For electron-
impact excitation rate coefficients, we examined two mod-
els. In one, the rate coefficients calculated by the HUL-
LAC code were used for all transitions (the Hullac model).
In the other, the rate coeflicients for transitions between
n = 2-2 and 2-3 levels were replaced with data obtained
in Ref. [15], in which the R-matrix method was used for
the calculation (the RMaX model). The R-matrix method
can include the effect of resonance and provide better rate
coefficients for low temperature regions than the distorted
wave method used in the HULLAC code. Proton-impact
excitation is important for transitions among fine-structure
levels of the ground state, 2s22p® 3P;, where J = 0, 1, and
2. The proton temperature (7}) is assumed to be the same
as the electron temperature (7.) and for the proton den-
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Fig. 4 Calculated intensity ratio as a function of electron den-
sity for the RMaX model with n,/n. = 1 and T, = 864 eV
(thick long-dashed line), 1.04 keV (thick solid line), and
1.24 keV (thick dashed line); the RMaX model with n,, /n.
=0.5and T, = 1.04keV (think dashed line); the RMaX
model with n,/n. = 0 and T. = 1.04keV (thin dot-
dashed line); the Hullac model with n,/n. = 1 and T, =
1.04 keV (think long-rdashed line); and T, = 10" K model
of Ref. [5] (solid circles).

sity (np), we consider three cases: np/ne = 0, 0.5, and 1,
where . is the electron density. Regarding the effective
collision strengths of the dominant processes for the two
lines, for the population density of the upper level of the
line A 12.12 nm, direct excitation from the 2s22p>3Py level
is weak and excitation via the 2s?2p?*P, level is strong.
Thus, excitation from the 2s>2p? 3Py level to the 2s*2p?3P,
level by electron and proton impact is important, and this
causes the electron density dependence of the intensity ra-
tio.

The population density of excited level p is obtained
as a combination of ionizing plasma component r(p) and
recombining plasma component ry(p):

n(p) = ni(p) + no(p). )

The plasma considered here was heated by NBI and the
population densities are dominated by the ionizing plasma
component. The specific line intensity is obtained as
n(p)A,(p, q), where A,(p, q) is the transition probability of
the transition from level p to g.

By solving the rate equations, we obtained
the electron density dependence of the line ratio,
1(A112.12nm)/I(4 12.88 nm) for a given electron tempera-
ture and proton density as shown in Fig.4. The ratio has
a quite weak electron temperature dependence for 7. less
than 10" cm™3, less than 5% for T. ~ 0.6-1.5keV. Thus,
this line intensity ratio can be used for density diagnostics
for ne = 102 ~10"“cm™3. The difference between the
different atomic data for the Hullac and RmaX models
is also small within 10% for the above density region.
The difference caused by the proton density is about 25%
(np/ne = 0) and 10% (np/n. = 0.5). The ratio of Keenan
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Fig.5 Temporal distribution of (a) electron density estimated
from the measured intensity ratio and CR model, and
(b) normalized radius p of the location of the emitting
region for different models: the RMaX model with T,
= 1.04keV and ny/n. = 0 (solid triangles), 0.5 (solid
squares), and 1 (solid circles), and the HULLAC model
with T, = 1.04keV and n,/n. = 1 (open circles). Errors
are shown only for the RMaX model with n,/n. = 1.

3 and

et al. [5] is larger than that of our model at 104 cm-
smaller at 7, < 10'* cm™3. They did not mention about the
proton temperature and density. The differences would be
due to the different excitation rates and different number
of levels considered in the model. The RMaX data used

here are much improved over their data.

4. Analysis

By comparing the measured intensity ratios with the
calculated relationship between the intensity ratio and the
electron density, we can estimate the electron density.

Figure 5 (a) shows the temporal distribution of the es-
timated electron density of the Fe XXI emitting region.
The estimated electron density is almost constant until
t ~1.95s and then decreases. As the figure shows, dif-
ferent electron densities are derived with different models.
The differences are about 40% for the n,/n. = 0 and 1 and
17% for the np/n. = 0.5 and 1 with the RMaX model. The
difference between the RMaX and Hullac models is about
6% for np/n. = 1. Hereafter, we use the RMaX model with
np/ne = 1.

By comparison with the electron density distribution
measured by a far infrared (FIR) interferometer, we can es-
timate the location of the Fe XXI emitting region. Figure 6
shows the electron density distribution as a function of
normalized minor radius p. The locations of the Fe XXI
emitting region is also plotted every 0.01s. At7 = 1.88s
the location is estimated at around the local density peak
p ~0.65. It remained at around p ~0.75 until ¢ ~1.97s
and then moved towards p ~ 1. Figure 5(b) shows the
temporal distribution of the location and its motion. As
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Fig. 6 Electron density distribution as a function of normal-
ized radius, p, measured by the FIR interferometer at
t = 1.88s (thin solid line), 1.90s (thin long dot-dashed
line), 1.93 s (thin dashed line), 1.96 s (thin short dashed
line), 1.98s (long dashed line), and 2.00s (thick solid
line), with estimated location of Fe XXI emitting region
(solid circles).

the location estimated using the RMaX model with n,/n. =
0.5 is shifted inward with a smaller p than in case of np/n.
= 1, as indicated by solid squares in Fig. 5 (b), the Fe XXI
emitting region could be shifted inward if the local relative
proton density 7,/n. is smaller than 1.

S. Discussion

Using the estimated location of the Fe XXI emitting
region, we can examine the electron temperature by com-
paring with the electron temperature distribution measured
by Thomson scattering. This measured temperature distri-
bution is asymmetric with respect to p, so it yields only
approximate estimates. The Fe XXI emitting region first
appeared at T, ~ 1.1keV and then shifted to 7. ~ 0.7 keV
where it remained until ¢+ ~ 1.97s; later it shifted to an
even lower temperature region, 7T, ~ 0.5 keV. The temper-
ature here is lower than the abundance peak temperature of
ionization equilibrium (low-density limit case) [16]. The
ionization equilibrium distribution for the electron density
around 10"-10"¥cm™ could possibly be different from
that in the low-density limit case. To check this assump-
tion, we need to calculate the ion abundance of all Fe ions
for the electron density region as future work. The other
possibility is that the Fe XXI ions are not in ionization
equilibrium due to expansion and diffusion caused by the
bulk plasma after Fe pellet ablation. In future work, we
need to calculate the time-dependent ion densities from the
Fe pellet injection at = 1.8 s until # ~ 2 s to check this pos-
sibility.

Two-dimensional measurements of EUV spectra in

the LHD plasma are planned for the near future. This
will be a good tool to compare the Fe XXI emitting region
directly with the estimated location using the method de-
scribed in this paper. Such a comparison will prove the va-
lidity of the CR model and atomic data used in the model.

6. Conclusion

We measured EUV spectra in the LHD plasma
and analyzed the Fe XXI spectral lines A12.12nm and
A12.88nm. We constructed a CR model for Fe XXI and
calculated the electron density dependence of the line in-
tensity ratio. By comparing the calculated and measured
intensity ratios, we estimated the electron density of the Fe
XXI emitting region. Then, by comparison with the mea-
sured electron density distribution, we estimated the loca-
tion of the emitting region, which appeared first at around
the local density peak p ~ 0.65; it moved to p ~ 0.75,
stayed there for a while, and moved again towards p ~ 1.
The electron temperature of the emitting region was low,
and we could expect that the ionization equilibrium tem-
perature was lower than that expected for the low-density
limit case, or the ions were not in ionization equilibrium.
We will test these possibilities in future work.
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