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Improved Open Boundary Model for Plasma Particle Simulations
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An open system one-dimensional electrostatic particle code that adopts the new constant current generator
model has been developed. Using this new model, we have been able to study various phenomena at large electron
drift velocities, where the original model is not applicable. In this new model, the contribution of the ion flux,
which is not considered in the original model, is added into the electric current. By examining the code, we find
that the result in a case where the electron drift velocity is smaller than the electron thermal velocity is similar
to that of a previous study, which showed double layer creation as a result of ion-acoustic instability. We also
present the results of simulations of an electron drift velocity comparable to or larger than the electron thermal
velocity.
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1. Introduction
A number of plasma particle simulations adopted peri-

odic or reflective boundary conditions for particles. Thus,
their electric charge neutrality can be rigidly maintained.
However, those boundary conditions strictly confine cal-
culable physical phenomena. For instance, although spon-
taneous production of ion-acoustic double layers was
demonstrated by a one-dimensional electrostatic particle
simulation under a periodic boundary condition [1], the
electric potential difference of an observed double layer is
comparable to just the electron thermal energy. This is be-
cause electrons accelerated by the double layers are ejected
from the downstream boundary and then become incoming
electrons from the upstream boundary. The existence of
those “dirty” electrons prevents long-term evolution of the
system. Another reason is that a closed system has only the
initial free energy and cannot be provided with additional
free energy from external sources.

Therefore, Sato et al. [2] developed an open system
one-dimensional code that adopts the constant current gen-
erator model [3]. Using that code they showed that super
ion-acoustic double layers, the electric potential difference
of which can exceed ten times the electron thermal energy,
are formed in an open system in which a constant electron
flow is continuously supplied. A difficulty in code devel-
opment is the consideration of incoming electrons from the
downstream boundary because of the small electron drift
velocity, vd � vTe, where vTe is the electron thermal veloc-
ity.

Furthermore, this open boundary model was extended
to a two-dimensional electrostatic code. A V-shaped dc po-
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tential structure created by the current-driven ion-cyclotron
instability was demonstrated [4]. This feature had not been
found under a circulating boundary condition [5].

Potential structures similar to the super ion-acoustic
double layer or the V-shaped structure are observed in au-
roral energetic electron acceleration regions [6–9], where
a hot electron flux with a drift velocity comparable to (or
smaller than) the electron thermal velocity is expected to
be supplied from the plasma sheet. Thus, those simulation
studies in which the constant current generator model is
adopted are thought to explain microscopic processes oc-
curring in auroral electron production regions.

On the other hand, a recent study reported that a mi-
croscopic effect of auroral energetic electrons plays an im-
portant role in forming the macroscopic structure of the
quiet auroral arc [10]. In that study, the effect of auroral
energetic electrons was investigated with a holistic simu-
lation that was successfully performed on the basis of the
macro-micro interlocked (MMI) algorithm [11]. The holis-
tic simulation code consists of a three-dimensional magne-
tohydrodynamic (MHD) code for a dipole magnetosphere-
ionosphere coupling system and a one-dimensional elec-
trostatic plasma particle code for auroral energetic elec-
trons production by ion-acoustic double layers. The MHD
and particle codes are connected as follows. First, a max-
imum value of the field-aligned current in an intensive
growth area is transferred from MHD (macroscopic) side
to the particle (microscopic) side. Next, on the particle
side, the electron drift velocity vd is calculated from the
maximum value of the field-aligned current. Then, the par-
ticle simulation is executed using vd as the initial condition.
At the end of the particle simulation, the rate of ion pro-
duction owing to precipitating electrons in the ionosphere
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is computed from the energy spectrum of electrons on the
downstream boundary of the system. Finally, the obtained
ion production rate is given to the MHD side. Because this
procedure is used, the particle simulation code on the MMI
simulation must be able to treat any value of the electron
drift velocity.

However, when vd � vTe, calculations by a code that
adopts the original constant current generator model falter
frequently. Although Takamaru et al. [3] showed that test
runs up to one plasma period are successfully carried out
at vd ∼ vTe when about 104 particles per grid are prepared,
executions running long enough to create a super double
layer often fail.

In the present study, we develop an improved open
boundary model whose computations are free from the
above problem and a one-dimensional electrostatic code
that adopts this new model and is applicable to the auro-
ral MMI simulation code. In Sec. 2, we review the origi-
nal constant current generator model and describe the im-
proved model. In Sec. 3, we describe the particle simu-
lation parameters and the procedure for the auroral MMI
code and show the results of test runs. In Sec. 4, we sum-
marize our work.

2. Methodology
2.1 Open boundary system connected to a

constant current generator
We assume that the initial velocity distribution of elec-

trons in a system is supplied by the shifted Maxwellian
having a drift velocity vd,

f ini
e (v) =

1√
2πv2Te

exp

⎡⎢⎢⎢⎢⎣− (v − vd)2

2v2Te

⎤⎥⎥⎥⎥⎦ , (1)

and that of ions is assumed to be given by the Maxwellian,

f ini
i (v) =

1√
2πv2Ti

exp

⎛⎜⎜⎜⎜⎝− v2
2v2Ti

⎞⎟⎟⎟⎟⎠ , (2)

where vTi is the ion thermal velocity. The particle fluxes at
the upstream and downstream boundaries, respectively, are
given by

Fup
s = Fup

s,in + Fup
s,out, (3)

Fdown
s = Fdown

s,out + Fdown
s,in , (4)

where

Fup
s,in = nup

s

∫ +∞

0
v f up

s (v) dv, (5)

Fup
s,out = nup

s

∫ 0

−∞
v f up

s (v) dv, (6)

Fdown
s,out = ndown

s

∫ +∞

0
v f down

s (v) dv, (7)

Fdown
s,in = ndown

s

∫ 0

−∞
v f down

s (v) dv. (8)

Here, n is the average number density of particles. The
superscripts “up” and “down” refer to the upstream and
downstream boundaries, respectively. The subscript s rep-
resents electrons (e) or ions (i). The subscripts “in” and
“out” refer to the incoming direction into the system and
the outgoing direction from the system, respectively.

Using these fluxes, we obtain the numbers of particles
passing the boundaries during the finite time step Δt,

Nup
s,in = (nup

s λD)(ωpe Δt)

×
∫ +∞

0

v

vTe
f up
s (v) dv, (9)

Nup
s,out = −(nup

s λD)(ωpe Δt)

×
∫ 0

−∞
v

vTe
f up
s (v) dv, (10)

Ndown
s,out = (ndown

s λD)(ωpe Δt)

×
∫ +∞

0

v

vTe
f down
s (v) dv, (11)

Ndown
s,in = −(ndown

s λD)(ωpe Δt)

×
∫ 0

−∞
v

vTe
f down
s (v) dv, (12)

where λD and ωpe are the Debye length and plasma fre-
quency, respectively.

In the constant current generator model, the elec-
tric current produced by the electron flux at the upstream
boundary is assumed to be constant and equal to that at the
downstream boundary, i.e.,

Fup
e = Fdown

e = const. (13)

This condition is equivalent to

Nup
e,net = Ndown

e,net ≡ Ne,net = const., (14)

where

Nup
e,net = Nup

e,in − Nup
e,out, (15)

Ndown
e,net = Ndown

e,out − Ndown
e,in . (16)

Accordingly, the numbers of injected electrons at the up-
stream and the downstream boundaries are given by

Nup
e,in = Ne,net + Nup

e,out, (17)

Ndown
e,in = Ndown

e,out − Ne,net, (18)

respectively.
In actual computation, these numbers are calculated

at every step. Then, the injected particles (Nup
e,in and Ndown

e,in )
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are distributed in the velocity space by the cumulative dis-
tribution function derived from f ini

e (v). The initial positions
of the injected particles are set as x j0 = Rjv jΔt+ xup or down,
where the subscript j refers to the particle number, and R
is a random number.

With this model, the total number of electrons in the
system is conserved because

∂N total
e

∂t
= Fup

e − Fdown
e = 0. (19)

On the other hand, the ion fluxes at the upstream
and downstream boundaries are assumed to satisfy Fup

i =

Fdown
i = 0. Thus, the numbers of injected ions at the up-

stream and downstream boundaries are given by

Nup
i,in = Nup

i,out, (20)

Ndown
i,in = Ndown

i,out , (21)

respectively.
From Eq. (18), this model is applicable when Ndown

e,out >

Ne,net. Takamaru et al. [3] investigated the range of appli-
cability by test runs up to one plasma period and showed
that the number of simulation particles per grid should be
comparable to (or larger than) 104 to satisfy this condi-
tion. However, even if more than 104 particles per grid are
prepared, Ndown

e,out frequently becomes smaller than Ne,net at
vd � vTe during an execution long enough to create a super
double layer. This is because a number of electrons stay in
the system.

2.2 Improved open boundary model
Since the value of the field-aligned current, i.e., the

electron drift velocity transferred from the MHD code,
cannot be anticipated, the open system particle simulation
code in the MMI simulation should be able to treat any
vd even one larger than vTe. Thus, to install the open sys-
tem particle code in the MMI code, a new open boundary
model that avoids this problem, which was demonstrated
in the previous subsection, must be developed. For this
purpose, although the original current generator model as-
sumes that the electric current consists of only the electron
flux, the contribution of the ion flux is also considered in
the new model.

The electric currents at the upstream and downstream
boundaries are given by

Jup = qiF
up
i + qeFup

e , (22)

Jdown = qiF
down
i + qeFdown

e , (23)

where q is the electric charge of a particle. Here, we sup-
pose that the current at each boundary is constant and that
the two currents are equal, i.e.,

Jup = Jdown = const. (24)

This condition is equivalent to

Nup
net = Ndown

net ≡ Nnet = const., (25)

where

Nup
net = −Jup Δt/qi

= (Nup
e,in − Nup

e,out) − (Nup
i,in − Nup

i,out), (26)

Ndown
net = −Jdown Δt/qi

= (Ndown
e,out − Ndown

e,in )

− (Ndown
i,out − Ndown

i,in ). (27)

It is assumed that qi = −qe (> 0).
If Ndown

e,out � Nnet, the numbers of injected particles are
obtained as shown in the previous subsection.

On the other hand, when Ndown
e,out < Nnet, we assume

that the number of injected electrons at the downstream
boundary is zero,

Ndown
e,in = 0. (28)

Further, the numbers of injected electrons and ions at the
upstream boundary, Nup

e,in and Nup
i,in, are given by Eqs. (17)

and (20), respectively. Accordingly, the number of injected
ions at the downstream boundary is

Ndown
i,in = Ndown

i,out + (Nnet − Ndown
e,out ). (29)

In this case, the total number of both electrons and ions
in the system increases by Nnet − Ndown

e,out . Thus, memory
for these additional particles must be prepared in the code.
Although the total number of particles in the system is not
conserved, the electric charge neutrality (ρtotal = 0) is still
satisfied because

∂ρtotal

∂t
= Jup − Jdown = 0. (30)

In this new model, the injected particles are also dis-
tributed in the velocity space by the cumulative distribution
function. The initial positions of the injected particles are
given as shown in the previous section. However, the cu-
mulative distribution function at the downstream boundary
is derived from the velocity distribution function observed
at the downstream edge.

3. Examination of the Code
3.1 Procedure and parameters

To obtain the rate of ion production due to precipi-
tating electrons in the ionosphere, the auroral MMI simu-
lation code computes the microscopic process of electron
acceleration by the ion-acoustic double layer using a one-
dimensional electrostatic code that adopts the new open
boundary model. In this paper, we examine the particle
simulation code installed in the auroral MMI simulation
code.

The simulation parameters are as follows. The to-
tal system length is L = 1024 λD. The grid spacing is
Δg = λD. The ion-to-electron mass ratio is mi/me = 100.
The electron-to-ion temperature ratio is Te/Ti = 20. There
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are 10,240 electrons and an equal number of ions per grid.
The total number of time steps for one run is fixed at
Nt = 39,250 to make the real computation time of runs
flat.

In this particle simulation, the potential difference
must grow enough to accelerate electrons. At vd � vTe,
double layers are created by ion-acoustic instability. Thus,
runs must be continued for at least 1000 τpe [2], where
τpe = 2π/ωpe. On the other hand, when vd � vTe,
the physical process probably consists of phenomena aris-
ing from two-stream (Bunemann) instability. Therefore,
potential structures are thought to form for a short time
(� ω−1

pe (mi/me)1/2(λ/λD)/(vd/vTe)), where λ is the charac-
teristic length of a wave. From this estimation, the time
step is given by

Δt =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Δt0 (vd � vc),

vc
vd

[
Δt0 +

(
L

Ntvc
− Δt0

)
vd − vc
vu − vc

]

(vc < vd � vu),

L
Ntvd

(vu < vd),

(31)

where Δt0 = 0.16 ω−1
pe , vc/vTe = 1.0, and vu/vTe = 2.0.

To execute the MMI code efficiently, the computa-
tion speed of the microscopic side should be much faster
than that of the macroscopic side. Thus, the particle code
is parallelized by the message-passing interface (MPI),
a distributed parallel processing language [12]. Further-
more, we adopt the parallelized Mersenne Twister method
[13, 14] for random number creation at particle injection.

3.2 Simulation results
Figures 1 and 2 show the result of a simulation for

vd = 0.7vTe. The top, middle, and bottom panels present the
spatial profile of electric potential and distributions of elec-
trons and ions in space-velocity phase space, respectively.
At t = 160 τpe, as shown in Fig. 1, stair-like weak dou-
ble layers on the order of the electron thermal energy arise.
Such a structure is usually observed at an early stage [2]. In
the electron phase space plot, electron acceleration in the
positive direction is found in the region where each double
layer appears. An electron void also appears on the down-
stream side of each double layer. The ion phase space plot
shows ion acceleration in the negative direction. On the
other hand, at t = 880 τpe, as shown in Fig. 2, a shock-
like structure with a potential difference of about 40 times
the electron thermal energy appears around x = 300 λD.
The phase space plots show that this super ion-acoustic
double layer strongly accelerates the forward-moving elec-
trons and the backward-moving ions. The result shown
here indicates that the code reproduces well the result of a
previous study [2], demonstrating that the code is valid.

Figures 3 and 4 show the result of a simulation for

Fig. 1 Spatial profile of the electric potential averaged over
10τpe at t = 160τpe. Distributions of electrons and ions in
space-velocity phase space are plotted in color in the mid-
dle and bottom panels, respectively. The electron drift
velocity is vd = 0.7 vTe.

Fig. 2 Spatial profile of the electric potential and the distribu-
tions of electrons and ions in the space-velocity phase
space at t = 880 τpe; the electron drift velocity is vd =
0.7 vTe.
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Fig. 3 Spatial profile of the electric potential averaged over
10 τpe at t = 120 τpe. Distributions of electrons and ions
in the space-velocity phase space are plotted in color in
the middle and bottom panels, respectively. The electron
drift velocity is vd = 1.0 vTe.

Fig. 4 Spatial profile of the electric potential and the distribu-
tions of electrons and ions in the space-velocity phase
space at t = 680 τpe; electron drift velocity is vd = 1.0 vTe.

Fig. 5 Spatial profile of the electric potential averaged over
0.8 τpe at t = 33 τpe. Distributions of electrons and ions
in the space-velocity phase space are plotted in color in
the middle and bottom panels, respectively. Electron drift
velocity is vd = 2.0 vTe.

Fig. 6 Spatial profile of the electric potential and the distribu-
tions of electrons and ions in the space-velocity phase
space at t = 75 τpe; electron drift velocity is vd = 2.0 vTe.
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Fig. 7 Time variations of the electric potential maxima for
vd/vTe = 0.4 (black dashed line), 0.7 (red dashed line),
1.0 (blue dashed line), 1.5 (green dashed line), 2.0 (black
solid line), 3.0 (red solid line), and 4.0 (blue solid line).
Horizontal axis (time axis) is on a logarithmic scale.

vd = 1.0 vTe. Figure 3 shows that stair-like weak double
layers also appear at an early stage when vd = 1.0 vTe. Fur-
thermore, after a while, a super ion-acoustic double layer
with a potential amplitude of about 120 times the electron
thermal energy arises around x = 350 λD, as shown in
Fig. 4. Thus, it may be concluded that double layer cre-
ation by ion-acoustic instability also occurs in the vicinity
of vd ∼ vTe.

Figures 5 and 6 present the result of a simulation in
which vd = 2.0 vTe. Figure 5 shows the profiles at an early
stage (t = 33 τpe). The middle panel shows that some elec-
trons are bunched and electron vortices are formed. Also,
the bottom panel shows that the ion distribution is modi-
fied by local charge neutrality violation, which is the re-
sult of the electron motion. These features are thought to
be produced by the Bunemann instability. After a while,
a potential structure with an amplitude comparable with
that of the super ion-acoustic double layer is created, as
shown in Fig. 6. These facts indicate that a double layer is
formed as a result of the Bunemann instability in the case
of vd = 2.0 vTe.

In Fig. 7, we show the time variations of the poten-
tial maxima for vd/vTe = 0.4, 0.7, 1.0, 1.5, 2.0, 3.0, and
4.0. At vd/vTe = 0.4, the growth of the potential is negli-
gible. However, when the electron drift velocity is larger
than 0.7 vTe, the potential amplitude increases to about 100
times the electron thermal energy by the formation of the
super ion-acoustic double layer, which requires at least
100 τpe. Figure 7 also indicates that the saturated ampli-
tude increases with the drift velocity.

On the other hand, when vd � 2.0 vTe, a huge potential
difference is formed by the Bunemann instability. Figure 7
shows that the time required for double layer production is
smaller than 100 τpe. In this case, the saturated amplitude

Fig. 8 Velocity distributions of electrons around the downstream
edge at the end of the simulations for vd/vTe = 0.4, 0.7,
1.0, 1.5, 2.0, 3.0, and 4.0. The dashed line in each panel
represents the initial distribution.

also increases with the drift velocity.
Figure 8 shows the electron velocity distributions

around the downstream edge at the end of the simula-
tions for vd/vTe = 0.4, 0.7, 1.0, 1.5, 2.0, 3.0, and 4.0. At
vd/vTe = 0.4, few electrons are accelerated, since double
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layers are not formed. However, when vd � 0.7 vTe, a num-
ber of electrons are accelerated by double layers. If the
electron thermal energy is assumed to be 100 eV, the en-
ergy of accelerated electrons reaches to 1 ∼ 10 keV. This
is comparable with that of observed auroral energetic elec-
trons [15–18].

4. Summary
We developed an open system one-dimensional elec-

trostatic particle code that adopts the new constant current
generator model. Using this new model, we have been able
to compute phenomena under large electron drift velocity
conditions (vd � vTe), though the original model is not ap-
plicable in such a situation. The difference between the
original and new models lies in the treatment of the ion
flux. In the original model, the electric current is assumed
to consist of only the electron flux, whereas the contribu-
tion of the ion flux is added to the electric current in the
new model.

We optimized this particle code for the auroral MMI
simulation code. Furthermore, by examining the particle
code, we obtained a result similar to that of a previous
study, indicating that the code is valid. Also, simulations in
the electron drift velocity region, where the original model
is not applicable, showed that double layer creation by ion-
acoustic instability also occurs in the vicinity of vd ∼ vTe.
Furthermore, the double layer produced by the Bunemann
instability in the case of vd � 2.0 vTe can be reproduced by
the constant current generator model in an open boundary
system.
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