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Benchmark tests of two simulation codes used for studying microturbulence and energetic-particle dynam-
ics in magnetic fusion plasmas are conducted on present-day parallel supercomputer systems. Both the codes
achieved high efficiency on the Earth Simulator with vector processors, and showed good performance scaling
on massively parallel supercomputers with more than 10,000 commodity processors. The benchmark results ob-
tained indicated high adaptability of fusion plasma simulation codes to state-of-the-art supercomputer systems.
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1. Introduction

Computer simulations performed using massively par-
allel supercomputer systems have revealed new insights
and led to discoveries in various fields of science. In mag-
netic fusion research, large-scale numerical simulations
have been regarded as indispensable tools for investigat-
ing nonlinear dynamics of magnetically confined plasmas
and predicting their complex behaviors [1,2]. To promote
the simulation studies effectively, it is quite important to
find theoretical models for describing physical phenomena
and to develop efficient algorithms and numerical codes.

Most of the present-day supercomputer systems em-
ploy machine architectures with parallel computation
nodes and distributed memory. Parallel architecture de-
mands the use of efficient computation algorithms and the
implementation of the message-passing interface (MPI)
[3]. Moreover, several processor cores are often placed
in a single computation node, sharing memory and the in-
ternode connection. Several types of processors (vector
or scalar), core architectures (single or multi-core), node
structures (single or multi-socket), and internode connec-
tions (cross bar, torus, or fat-tree) are adopted in recent
supercomputers. Because of these complications in the de-
sign and structure of supercomputer systems, it is not clear
how efficiently the actual applications can be executed.
The effective computational performance of applications
can depend strongly on the machine architecture, and this
may affect the feasibility of simulation studies. Therefore,
the performance of the large-scale simulation codes should
be discussed, and this is the focal point of the present study.

This paper provides a technical report on the perfor-
mance of two major fusion plasma simulation codes: the
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gyrokinetic Vlasov simulation code (GKV code) and the
energetic-particle and magnetohydrodynamic (MHD) hy-
brid simulation code (MEGA code). They were originally
developed and optimized on the Plasma Simulator (SX-
7/160M5) at National Institute for Fusion Science (NIFS).
Brief summaries of the simulation codes are given in the
next section. We have carried out a series of benchmark
tests on six supercomputer systems which are described in
Sec. 3. Results of the benchmark tests are shown in Sec. 4.
Concluding remarks are provided in the last section.

2. Benchmark Codes
2.1 gkvnl code

One of the benchmark programs is the GKV code,
which numerically solves the gyrokinetic equation for
the one-body distribution function defined on the five-
dimensional phase-space for tokamak and helical magnetic
field configurations [4, 5]. A reduced version of the GKV
code, gkvnl, is prepared for the benchmark test. The GKV
code is implemented with the local flux tube model where
the equilibrium quantities and their radial derivatives are
assumed to be constant. In the flux tube coordinates, the
gyrokinetic equations for perturbed quantities following
the periodic boundary conditions for the radial () and
field-line-label (@) directions are Fourier-transformed for
r and a. Thus, we use five-dimensional arrays of double-
precision complex numbers. The poloidal angle is mea-
sured along the field line. See Ref. [6] for more details of
the flux tube model. The nonlinear advection term due to
the electric-field (E x B) drift motions of particles is, thus,
calculated by the spectral method using a two-dimensional
fast Fourier transform (FFT) method. The other three co-
ordinates (the poloidal angle 6, the parallel velocity v, and
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Table 1 Summary of hardware and software systems employed in benchmark tests

System Used Plasma Earth Sim- HPCx SR11000 Franklin Ranger
Simulator ulator

Number of nodes 5 640 160 128 9660 3936

Processor cores onanode 32 8 16 16 2 16

Total cores 160 5120 2560 2048 19320 62976

Processor SX-7 (vec- ES (vector) Power5 Power5+ Opteron (dual Opteron (quad
tor) (1.5GHz) (2.3GHz) core 2.6 GHz) core 2.0 GHz)

Processor core peak per- 8.8 8.0 6.0 9.2 5.2 8.0

formance (GFlops)

Theoretical peak perfor- 1.41 40 15.36 18.84 101.5 503

mance (TFlops)

Memory on a node (GB) 256 16 32 128 4 32

Memory bandwidth per 35.3 32.0 2.4 8.5/4.3 5.3 2.65

core (GB/s)

Interconnect (GB/s) 8x2 123 %2 2.24 %2 12x2 7.6 1 (*P-to-P)

Interconnect method crossbar crossbar “*HPS /IBM crossbar 3D torus fat tree

Compiler Fortran90/  Fortran90/ XL Fortran/ Fortran90/ PGI/7.1 PGI/7.1
SX ES 10.1 Hitachi

FFT library ASL/SX ASL/ES MATRIX fftw/3.1 fftw/3.1
R19.0 R18.0

TResult of the STREAM benchmark test

#Bandwidth for data input/output to the memory controller
“P-to-P: Point-to-Point

*“*HPS: High Performance Switch

the magnetic moment y) are discretized by numerical grids
on which finite-difference methods are employed.

The gkvnl code is written in Fortran 90 [7], and calls
FFT library subroutines optimized for each computer sys-
tem (see Table 1). To achieve a high efficiency in mas-
sively parallel computations, the FFT operation is confined
in a single MPI process. The three-dimensional domain of
(6, v), 1) is decomposed into MyM,M,, sub-domains, where
My, M,, and M, represent the number of decompositions
in the 6, v, and y directions, respectively. The total num-
ber of MPI processes (M) is M, = MgM,M,,. The gkvnl
code is optimized for efficient hybrid operations of vector,
thread parallel, and MPI parallel processes on the Plasma
Simulator and Earth Simulator systems. The standard MPI
parallelization is employed for the other machines, where
each processor core is assigned to a single MPI process.

We have tested two problems of different sizes,
which are referred to as the large- and small-sized
cases. The array size of the main variable (double-
precision complex number) is (85, 169, 320, 128, 64) and
(85, 169, 160, 64, 32) for the large and small cases, respec-
tively. In the present benchmark test, the gkvnl code is
executed for 20 simulation time steps, and the wall-clock
time, not including the initial setting, is measured by call-
ing the mpi_wtime subroutine. For saving the compu-
tational resources, however, the execution on Franklin at
the National Energy Research Scientific Computing Cen-
ter (NERSC) is stopped at the 10th time step, and the mea-
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sured wall-clock time is doubled.

2.2 ep-mhd5 code

The second benchmark program, ep-mhd5, is based
on the MEGA code[8-10], which can simulate self-
consistent interactions between an MHD fluid and ener-
getic particles. In the ep-mhd5 code, the MHD equations
are coupled with the motions of energetic particles through
the current density perpendicular to the magnetic field, and
are solved with the 4th-order finite difference method. The
time evolution of the energetic particles is described by the
drift-kinetic equations and is simulated with the particle-
in-cell (PIC) method. The 4th-order Runge-Kutta method
is employed for time integration.

The coordinate system consists of the rotating heli-
cal coordinates (u',u?, u?), where u' and u® are orthog-
onal in the poloidal plane and > is the toroidal an-
gle. The directions of u' and u? rotate depending on
u?. This coordinate system is useful for simulating he-
lical plasmas. The ep-mhd5 code is parallelized using
MPI with three-dimensional domain decomposition. The
three-dimensional domain (u', u?, u®) is decomposed into
M| M, M3 sub-domains, where My, M,, and M3 represent
the numbers of decompositions in the u', u?, and u* di-
rections, respectively. The total number of MPI processes
(Mp) is M, = M{M>M5. The spatial distribution of the
energetic-particles is also decomposed into sub-domains.
When particles move to adjacent sub-domains, the parti-
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cle information is transferred from the old to the new sub-
domains through MPI communication.

We have tested two problems with different sizes,
large- and small-sized cases. The numbers of the
(u',u?, u®) grids are (1024, 1024, 1280) and (512, 512,
640) for the large and small cases, respectively. The num-
ber of computational energetic-particles is the same as
the number of grids. In the present benchmark test, the
ep-mhd5 code is executed for 10 simulation time steps,
and the wall-clock time, not including the initial setting, is
measured by calling the mpi_wtime subroutine.

In a typical test run on the Plasma Simulator (SX-
7/160M5), about 36% of the total time is used for calcu-
lations and communications of the MHD part. Particle
pushing and gathering account for 25% and 37% of the
total cost, respectively. For the MPI communication time,
the MHD part dominates over the energetic-particle part
with the present ratio of numbers of grid points and com-
putational energetic-particles. For a larger number of MPI
processes, in general, the communication costs of trans-
ferring the MHD data in the domain-boundary regions to
the nearest neighbors will increase, which leads to a higher
percentage of time consumed in the MHD part. However,
as long as a good parallel scaling remains, the details of
the total time elapsed remain unchanged.

3. Benchmark Environment

The benchmark tests are conducted on six supercom-
puter sites as summarized in Table 1. Main features of each
system are briefly reviewed below.

The Plasma Simulator system (SX-7/160M5) [11] at
NIFS consists of five computation nodes. Each node has
32 vector processors and 256 GB of shared memory. The
theoretical peak performance is 1.4 TFlops. Because of
the memory limit, benchmark tests on the Plasma Simu-
lator are carried out only for the small cases of gkvnl and
ep-mhd5. We use results from the test runs on the Plasma
Simulator system as a reference for comparison.

The Earth Simulator[12] at the Japan Agency for
Marine-Earth Science and Technology (JAMSTEC) has
640 computation nodes, delivering a theoretical peak per-
formance of 40 TFlops. Each node has eight vector pro-
cessors and 16 GB of shared memory. Processor elements
are similar to those of SX-7. All nodes are connected by a
single-stage crossbar network.

The HPCx system [13] in the United Kingdom uti-
lizes 160 nodes of IBM p5-575, which have a peak per-
formance of 15.36 TFlops. Each node has 16 cores of
Power5 (1.5 GHz) processors and 32 GB of shared mem-
ory. Computation nodes are connected by the IBM High
Performance Switch (HPS). The HPCx system is used for
benchmark tests of ep-mhd5 for the small-sized case.

We also used the Hitachi SR11000 system [14] at the
University of Tokyo. It consists of 128 computation nodes
with 16 cores of Power5+ processors (2.3 GHz) which pro-
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vide a theoretical peak performance of 18.84 TFlops. The
shared memory on each node is 128 GB. The internode
connection is built of a crossbar network. On the SR11000
system, we have conducted benchmark tests of gkvnl for
the small-sized case.

The Franklin system [15] at NERSC consists of 9660
dual-core Opteron processors (while it has been upgraded
recently to quad-core processors). The peak performance
exceeds 100 TFlops. Each node has a dual-core Opteron
processor (2.6 GHz) with 4 GB of memory. An internode
connection of 7.6 GB/s is achieved by the SeaStar2 routing
and communication chip. The network topology is a three-
dimensional torus.

The Ranger system [16] of the Texas Advanced Com-
puting Center (TACC) at the University of Texas at Austin
is a huge cluster system having 15,774 quad-core Opteron
processors (2.0 GHz). Four processors, each of which
has 8 GB of memory, are connected via Hyper Trans-
port in a computation node. The total peak performance
is 503 TFlops, while 16384 processor cores are currently
available for a single job.

4. Benchmark Results

First, we have conducted small-sized runs of the
gkvnl and ep-mhd5 codes on the Plasma Simulator. The
small-sized runs of gkvnl require a total memory size of
1058 GB with 20 MPI processes and eight parallel threads,
and it increases with the number of parallel processes be-
cause of added boundary regions for each sub-domain and
working area. The small-sized case of ep-mhd5 used
400 GB memory with 160 MPI processes. The large-sized
runs require a memory that is about eight times the mem-
ory necessary for the small-sized case. Because of the
memory limit, only small-sized runs can be conducted on
Plasma Simulator, HPCx, and SR11000. On the Earth
Simulator, the large-sized case for the ep-mhd5 code can
be tested using 256 nodes with 4 TB of memory space,
whereas only the small-sized case can be benchmarked for
the gkvnl code. In the following benchmark tests, the
same source codes are employed for all platforms, and we
used the compile options, as summarized in Table 2.

The benchmark results on the Plasma Simulator are
used as the reference for comparison in Figs. 1-4. The mea-
sured wall-clock times of the small-sized runs are 487.91 s
and 49.60 s for gkvnl and ep-mhd5, respectively. The ef-
fective performances are 456.8 GFlops and 310.7 GFlops,
which correspond to 32.4% and 22%, respectively, of the
theoretical peak performance.

Results of the benchmark tests for the small-sized case
of the gkvnl code are summarized in Fig. 1, where the
speed-up factor (§) with respect to the Plasma Simulator
is plotted versus the number of processor cores. The ratio
of the result from the Plasma Simulator (tp = 487.915)
and the measured wall-clock time (z;) defines S s such that

Ss=1p/ts. ey



Plasma and Fusion Research: Regular Articles

Volume 3, 061 (2008)

Table 2 Compile options used for the benchmark tests.

gkvnl

ep-mhd5

Plasma Simulator
Earth Simulator

-gmalloc -Pauto -Wf”-reserve=8"
-gmalloc -Pauto -Wf’-reserve=8"

-gmalloc -Pauto -Wf’-reserve=1"
-gmalloc -Pauto -Wf’-reserve=1"

HPCx -q64 -O5 -qcache=auto -qarch=pwr5
-qtune=pwr5
SR11000 -64 -model=K1 -apad=8192:896:ALL
-Oss -noparallel -pvfunc=3
Franklin -fastsse -fastsse
Ranger -03 -03
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Fig. 1 Results of the benchmark test, gkvnl (small size), repre-

senting speed-up factors with respect to the effective per-
formance of the Plasma Simulator (SX-7/160M5), which
records 456.8 GFlops. The horizontal axis shows the
number of processor cores.

The speed-up factor increases with the number of proces-
sor cores for all machines. The result from 256 nodes of the
Earth Simulator records 13.2 times faster operation than
for the Plasma Simulator. It is also remarkable that the
performance of Franklin and Ranger continues to increase
over 10,000 cores. Speed-up factors of S = 6.3 and 3.0 are
obtained for 10,240 cores of Franklin and Ranger, respec-
tively. The SR11000 system of 1024 cores shows larger S
values than those for 1280 cores of Franklin and Ranger
because of the higher peak performance of the processor
core and the wider memory bandwidth.

The benchmark results for the large case of the gkvnl
code executed on Franklin and Ranger are shown in Fig. 2
in terms of the speed-up factor,

S1=8tp/fy, (2)

where 7 is the measured wall-clock time for the large-sized
case. In the definition of S|, we use 7p which is the same as
that in Eq. (1). The factor 8 in Eq. (2) arises from the dif-
ference in the problem-size between the large and small
cases. As seen in Fig.2, the performance scaling over
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Benchmark Results gkvnl (large)
16 T T T T T T T T

Speed Up vs SX-7/160M5
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2000 4000 6000 8000 1000012000140001600018000
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Fig.2 Results of the benchmark test, gkvnl (large size), rep-
resenting speed-up factors with respect to the effective
performance of the Plasma Simulator (SX-7/160M5).

10,000 cores is improved both for Franklin and Ranger. In
the former, the speed-up of performance for 16,384 cores
reaches S| = 14.4 which corresponds to 6.4 TFlops.

Benchmark results of the ep-mhd5 code for the small
and large cases are shown in Figs. 3 and 4, respectively,
where the speed-up factors are calculated from Egs. (1)
and (2). In the small-sized case, the speed-up factor of
the Earth Simulator (S = 11.1) is slightly lower than that
for the gkvnl code (Ss = 13.2). Results from Franklin
and Ranger show better scaling than those obtained for
the small-sized case of gkvnl. Speed-up factors of S =
6.9 and 3.4 are observed for 10,240 cores of Ranger and
Franklin, respectively, while degradation of the paralleliza-
tion efficiency is also found for a large number of cores.
For a small number of cores (< 1280), HPCx shows a
speed-up factor about 15% higher than that of Franklin,
which is consistent with the difference in processor core
peak performance.

The performance scaling of Franklin is improved for
the large-sized case of ep-mhd5 where S| exceeds 11. The
effective performance of Ranger, however, saturates for
16,384 cores. The difference in the parallelization scal-
ing for large numbers of cores reflects the effective speed
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Benchmark Results ep-mhd5 (small)
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Fig. 3 Results of the benchmark test, ep-mhd (small size),
showing speed-up factors with respect to the effective
performance of the Plasma Simulator (SX-7/160M5),
which records 310.7 GFlops.
Benchmark Results ep-mhd5 (large)
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Fig. 4 Results of the benchmark test, ep-mhd (large size), show-
ing speed-up factors with respect to the effective perfor-
mance of the Plasma Simulator (SX-7/160M5).

of the internode connection. The benchmark test on 2048
cores of the Earth Simulator for the large case of ep-mhd5
records a speed-up factor of 16.8, which corresponds to an
effective performance of 5.2 TFlops.

Figure 5 summarized the effective performance per
processor core obtained from the small-sized runs of the
gkvnl and ep-mhd5 codes with 1280 cores (but with 1024
cores for SR11000). The ratio of the effective core per-
formances of Franklin and Ranger is about 2.23 for gkvnl
and 1.65 for ep-mhd5. This is in contrast to the higher core
peak performance of Ranger. Since both the codes show
good linear scaling for 1280 cores, the difference in effec-
tive performance between the two systems is considered
to arise from the memory bandwidth and/or latency. The
result also suggests that the gkvnl code requires a higher
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Effective performance per core
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Performance versus SX-7/160M5

Fig. 5 Effective performance per processor core obtained from

the small-sized runs with 1280 cores (but with 1024 cores
for SR11000). The vertical axis is normalized by the ef-
fective performance of a single processor of the Plasma
Simulator (SX-7/160M5).

memory throughput than ep-mhd5.

5. Concluding Remarks

Benchmark tests of gkvnl and ep-mhd5, the two ma-
jor fusion plasma simulation codes developed at NIFS,
are conducted on present-day parallel supercomputer sys-
tems. Both the codes, which were originally developed
on a vector-parallel computer system, the Plasma Simu-
lator (SX-7/160M5), achieve their high performance on
the Earth Simulator, which has a similar architecture. The
speed-up factors with respect to the Plasma Simulator ex-
ceed 13 and 11 for the small-sized test cases of gkvnl
and ep-mhd5. The effective performance of the codes also
shows good scaling on massively parallel computers with
commodity processors. The effective performance per pro-
cessor core of SR11000 for the gkvnl code is more than
40% of that for the SX-7 vector processor. New mas-
sively parallel computer systems with Opteron processors,
Franklin and Ranger, enable us to use MPI processes over
10,000 cores. Even for a large number of parallel processes
with an increasing cost of internode communications, the
benchmark results of the gkvnl code show continuous
growth of the effective performance for both Franklin and
Ranger. The speed-up factor on Franklin is more than
14 for the large-sized case of gkvnl. The ep-mhd5 code
also exhibits a good performance on Franklin and Ranger,
while growth of the scaling for the large-sized case satu-
rates at 16,384 cores of Ranger due to increasing internode
communications.

The present benchmark tests confirm that the two
large-scale simulation codes for magnetic fusion plasmas
can perform efficient computation on the state-of-the-art
massively parallel supercomputer systems. As seen in
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comparisons of Franklin and Ranger, the memory through-
put and internode-connection speed are important issues
for the gkvnl and ep-mhd5 codes. For further improve-
ment of performance in the near future, these concerns
may be more crucial, since the number of processor cores
on a chip will increase with relatively smaller enhance-
ment in the memory throughput and the internode connec-
tion. Thus, it would be necessary to develop programming
techniques that can optimize the codes in many-core sys-
tems, or to find new simulation algorithms or models that
makes smaller demands on memory throughput and intern-
ode communications.
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