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Radial density profiles are obtained by applying the database slice and stuck density reconstruction technique
to measured line-integrated densities, using multi-channel far-infrared laser interferometer installed on the Large
Helical Device (LHD). A novel method that considers flux surfaces in the reconstruction process has been devel-
oped and applied successfully to a pellet-injected discharge in the LHD, enabling the identification of transient
density peaking due to an inward pinch and enhanced diffusion in the edge region. The relationship between the
change in particle transport and measured turbulence information obtained using reflectometry was also studied.
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1. Introduction

Radial electron density profiles are one of the most
important physical quantities for the study of energy and
particle transport of electrons and ions in magnetically
confined plasmas. Several diagnostic methods such as
multi-channel laser (or microwave) interferometry (MLI),
laser Thomson scattering (LTS), microwave reflectome-
try, the lithium beam probe technique, and the polarime-
ter technique are available for the measurement of elec-
tron density profiles. Among these methods, the first two
(MLI and LTS) are the most widely used in modern high-
temperature plasma studies and are well developed and es-
tablished. Also, these two methods have contrasting fea-
tures for obtaining radial density profiles, i.e., MLI yields
line-of-sight density profiles continuously in time, while
LTS gives spatially resolved electron density and temper-
ature profiles discretely in time. In addition, the detection
of phases is sufficient for MLI, while elaborate absolute
calibration of the detection optics is required for reliable
measurements using LTS. For these reasons, MLI and
LTS are complementary and both systems are often used
in large plasma confinement experiments, sometimes more
than one system of each method are used on a single ma-
chine.

The authors have attempted to exploit the potential of
MLI for particle transport studies on the Large Helical De-
vice (LHD) using a far-infrared (FIR) laser. For this pur-
pose, a suitable process for the density reconstruction of
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line-of-sight signals from MLI is required for yielding re-
liable radial density profiles. In this article, a novel density
reconstruction technique is described in which flux sur-
faces are considered appropriately, and its successful appli-
cation using an FIR-MLI to the particle transport analysis
of a pellet-injected plasma on the LHD is reported.

2. Density Reconstruction from a
Multi-Channel Far-Infrared Laser
Interferometer

The 13-channel FIR-MLI system was installed on the
LHD [1], and it has been in routine operation since the sec-
ond LHD experimental campaign in September 1998. The
laser for the interferometer is a CO, laser pumped CH; OH
twin laser, having a wavelength of 119 um. The details of
the laser were described in Ref. [1] and references therein.
An analog[2] and a digital [3] phase counters were used
for phase detection. The resolutions of both phase coun-
ters were 1/100 fringes. The cross-sections of flux surface
showing the beam path of FIR-MLI on the LHD at typical
magnetic configurations are shown in Fig. 1. The chords
of 13 channels cover the entire region of the plasmas. Fig-
ures 2 (a) and (b) show an example of measured line in-
tegrated densities using the FIR-MLI for a pellet injection
discharge. Every chord successfully traced line-of-sight
phase differences without fringe jump.

Many techniques [4—6] have been used to obtain den-
sity profiles from line-of-sight phase differences obtained

© 2008 The Japan Society of Plasma
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Fig. 1 Cross-section of flux surface showing the beam path of
FIR laser interferometer. The beam axes are indicated
by solid lines. The 1/e? intensity full width is 42 mm.
(a) The vacuum magnetic axis position (Ry) = 3.5m,
(b) Ryx = 3.6m, (¢) Ryx = 3.75m, and (d) R,x = 3.9m.
Vacuum flux surfaces are shown for the step of p = 0.1
with solid lines (p = 0.1 - 1.0) and with dashed lines
(o = 1.1, 1.2). p is the normalized averaged radius, as
described in Sec. 2.2.
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Fig. 2 Temporal evolution of line integrated densities measured
using the 13-channel FIR interferometer. (a) From the
lower to upper traces at R = 3.309, 3.399, 3.489, 3.579,
and 3.669 m, (b) From upper to lower traces at R = 3.759,
3.849, 3.939, 4.029, 4.119, and 4.209 m. The plasma was
produced using one 82.6 and two 84 GHz gyrotrons, and
heated using two co- and counter-injected NBIs. The shot
number was 6115. A pellet was injected at t = 0.47 sec.
R.x was 3.75 m, and the toroidal magnetic field at vacuum
axis (By) was 1.5T.

Since all
these techniques were not applicable directly and/or were
unsuitable for some reason for the present measurements
on the LHD, the following novel technique has been de-
veloped.

The overall technique for standard density reconstruc-
tion is first described in Sec.2.1. Then, we mention the
points on which we paid special attention for its applica-

by performing MLI on non-circular plasmas.
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tion to the analysis of transport in the LHD in Secs.2.2
and 2.3. The overall algorithm of density reconstruction
is shown in Sec. 2.4, and the error analysis is described in
Sec.2.5.

2.1 Database slice and stuck technique

The basic technique is the well-known slice and stuck
technique (the onion peeling technique). In this method,
flux surfaces are divided into several rings, and an aver-
aged density is assigned to each ring. Then, line densities
measured by MLI can be described by a linear combina-
tion of the line integrated density of each ring and can be
expressed as follows:

NL; = neLy;.
NL; = ne1Lyy + nepLos.

NL3 = ne1 L3y + neoL3p + neslas.

ey

NL; = ne1Liy+ neoLip+ ne3Liz+ - + nejLij + - neiLy;.

where NL,; is the line integrated density of the i-th chord,
ne; is the averaged density of the i-th ring, and L;; is the
path length of the i-th chord in the j-th ring, as shown in
Fig.3. The n.; can be obtained easily using a matrix in-
version calculation, once all the line integrated densities
NL; are known. A reconstructed density profile consists
of a discrete number of density histograms, as shown in
the upper-right diagram of Fig. 3. To obtain good approx-
imation of the histogram, the number of rings should be
sufficiently large.

For the Abel inversion, the selection of an appropri-
ate flux surface is essential. In the technique described in
this article, an appropriate flux surface can be selected us-
ing interferometer data only from a pre-calculated equilib-
rium database. There is no need of supporting informa-
tion from other measurements, such as magnetic measure-
ments. However, the accuracy and validity of the measure-
ments should be carefully examined, which were carried
out in the present analysis.

To apply this technique to a specific measurement, the
following items must be considered. First, how can we de-
termine flux surfaces of a measured cross-section? Second,
how can we determine the boundary condition? Third, how
many rings are necessary? Fourth, how two reconstruc-
tions, namely, one from data outside the magnetic axis and
the other inside it, can be compromised? Among these,
the first item is the most important for density reconstruc-
tion on the LHD. Thus, it is treated extensively in Sec. 2.2,
while the other items are briefly described in Sec. 2.3.

2.2 Determination of flux surfaces

Magnetic surfaces of the LHD are produced by exter-
nal coils (helical, vertical, and local island diverter coils).
Combinations of coil currents can vary features such as el-
lipticity, aspect ratio, magnetic shear, magnetic well, and
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Fig. 3 Illustration showing the principle of the slice and stuck technique. For simplicity, only four rings are shown.

toroidal and poloidal ripples of magnetic structure. Trans-
port characteristics and MHD stabilities depend on these
features. As shown in Fig. 1, the shapes, sizes, and posi-
tions of magnetic axes are changed drastically by coil cur-
rents. Shifts in the axes change the flux surface shapes
more sensitively in the core and less sensitively in the edge
region. In addition, there is an effect of finite beta, which
modifies these magnetic features. For density reconstruc-
tion, the shapes of magnetic surfaces and positions of mag-
netic axes are important parameters, which are decided by
external coil currents, finite plasma pressures, and plasma
currents, as described above.

For our database slice and stuck density reconstruc-
tion, several datasets of flux surfaces are prepared at dif-
ferent beta values for each configuration. For this pur-
pose, 10 - 20 flux surface data for each configuration
are calculated using the numerical MHD equilibrium code
VMEC[7]. The VMEC calculation was performed by
changing central beta values from 0% up to around 2%
with steps of 0.1% or 0.2%. For this calculation, the fol-
lowing pressure profile was assumed:

p(p) = pO)(1 — p*)(1 — p%), 2)

where the value of p is defined as the square root of the ra-
tio of a toroidal flux inside a particular area to that bounded
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by the entire region inside the last closed flux surface
(LCFS), which is defined in Sec.2.3 (1). This profile well
represents the datasets realized in the LHD. Even when the
values of beta are low (< ~2%), axis shifts are not negli-
gible for determining the flux surface shapes, but pressure
profiles are less sensitive. In other words, when beta val-
ues are low, the pressure at the plasma center is the domi-
nant parameter for determining the position of axes and the
shape of flux surfaces. Most LHD experiments have been
performed at beta values lower than 2%, and the present
database of flux surfaces, together with the assumption of
Eq. (2) with different central beta values, can cover most
flux surfaces realized in experiments. However, for higher
beta values (of more than 2%), pressure profiles can sig-
nificantly affect the shape of flux surfaces. In this case, the
database should include other pressure profiles.

Both plasma pressure and current can induce mag-
netic axis shifts. In low-density plasmas (< 2 x 10! m=3),
the tangentially injected neutral beam induces plasma cur-
rent up to around 100kA, and thus magnetic axis shifts.
The VMEC calculation mentioned above does not include
the plasma current explicitly. However, since both plasma
pressures and currents induce vertical fields to cause mag-
netic axis shifts, we treated both these effects together, as
represented by the effect of finite plasma pressures. In this
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way, the best flux surface was selected from the set of the
database using the scheme described in Sec. 2.4.

2.3 Other items
(1) Boundary condition

A plasma boundary, where densities become zero, is
not well determined in helical devices, and this is a consid-
erably different from the magnetic configurations of toka-
maks. This is due to the presence of ergodic field traces at
plasma edges. However, a plasma boundary has to be given
externally for the VMEC calculation. Also, determination
of a plasma boundary is necessary for density reconstruc-
tion.

The last closed flux surface (LCFES) is defined as a sur-
face where the magnetic connection length becomes infi-
nite. The magnetic connection length in the vacuum with-
out any finite beta effects can be calculated by KMAG
code [8]. KMAG code calculate the point, where connec-
tion length becomes infinite at divertor X point of hori-
zontal elongated cross section. The flux surface passing
through this position is defined as the LCFS. Line den-
sities of interferometer chords passing around the LCFS
are nonzero for most discharges. The electron temperature
measured using LTS at LCFS is also not zero. This indi-
cates that plasmas exist in the ergodic region.

Then, the question is how to determine the plasma
boundary’s position, where densities become zero. We
have determined this position from the FIR-MLI measure-
ments at the equatorial plane of the cross-section of FIR-
MLI. As shown in Fig. 1, the FIR-MLI chords covered the
larger major radius side of the plasma boundary region.
The next question is how to determine the shape of the sur-
face that passes through the zero density points. Strictly
speaking, the existence of a closed surface outside of the
LCEFS is inconsistent with the existence of the ergodic re-
gion, where flux surfaces are not closed. However, the con-
nection length close to the LCFS is of the order of several
kilometers, while mean free path lengths of electrons at
around the LCFS are of the order of several tens of meters.
Thus, it is likely that electrons are not bound by the com-
plicated structures of the ergodic region and we may as-
sume that iso-density surfaces exist. Therefore, we added
an additional surface using the result from the VMEC cal-
culation for an expanded boundary condition. An example
of the determination of such a boundary surface is shown
below.

Since the chord number of the interferometer is lim-
ited, we adopted the following convention to determine the
plasma boundary experimentally. Measured line density
data were first fitted with a cubic spline curve, as shown in
Fig.4 (a). Then, the fitting curve was extrapolated to the
zero crossing point at the larger radius side of the plasma
boundary region. The value of p at the plasma boundary
was determined from the interpolation between the LCFS
and the expanded surface when the zero-density point ex-
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Fig.4 (a), (c) Measured and fitted line density profiles, re-
spectively, (b) Determination of the plasma boundary,
(d) Rings for density reconstruction. Rings are from
p = 0.05 to 1.146 with 0.05 step. The thick solid and
dotted lines indicate the magnetic flux surface at p = 1.0
and plasma boundary. This is from LHD shot number
6115 att = 0.4 s for Ry, = 3.75m and B(0) = 0.23%. The
crosses in Fig. 4 (c) indicate interpolated and extrapolated
line densities corresponding to the center of each ring.

isted between the two surfaces, or from the extrapolation
from the expanded surface when the zero-density point did
not exist between the flux surfaces. In the case of Fig. 4,
the experimentally obtained zero density point at the larger
major radius side of the plasma boundary is R = 4.201 m
and corresponds to p = 1.146. The plasma boundary at
the smaller major radius side of the plasma boundary is
inaccessible by the FIR-MLI, as shown in Fig. 1. There-
fore, the plasma boundary at this side was determined from
that of the larger major radius side, as mentioned above
and shown in Figs. 4 (a) and (b). However, at the inwardly
shifted configurations of R,x < 3.6 m, the boundary surface
determined from the larger major radius side intersected
with the vessel wall. For these cases, the wall position was
used as the boundary position at the smaller major radius
side.
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(2) Number of rings

The number of rings for reconstruction should be suf-
ficiently large to describe density profiles appropriately.
Eleven FIR-MLI chords were used for the reconstruction
shown in Fig.4. If only these measured line density data
were used for density reconstruction, the number of rings
would become 5 or 6, which is very small to accurately de-
scribe the density profiles on the LHD. Thus, we followed
the following convention.

Since the data points at these FIR-MLI chords were
found to have very little noise contamination, we first fit a
spline curve to best fit these data points. Presently, rings
are separated at every p = 0.05 up to the plasma boundary
(i.e., up to p = 1.146 in Fig.4). Figure 4 (d) is one such
example of ring separation, and Fig. 4 (c) shows the fitted
data, where 45 fitted data for 23 rings were used for the
reconstruction. The reconstructed data points are 23. This
is a reasonable number to describe density profiles in the
LHD, because the reconstructed profiles agreed well with
YAG LTS, as described in Sec. 2.5.
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2.4 Algorithm of density reconstruction

Figure 5 shows an algorithm of the database slice and
stuck density reconstruction, using data for shot number
6115, which was performed with the vacuum magnetic
axis positioned at R,x = 3.75m. Note that all the data
shown in this article, including those in Sec. 3, are for this
discharge. Figure 5(a) illustrates that signals were ob-
tained in 11 of 13 channels. The procedure described in
Sec.2.3 (2) is shown in Fig. 5 (e) at the time of 0.7 sec.

A set of databases of magnetic flux surfaces were
constructed from the VMEC calculation assuming a pres-
sure profile of Eq. (2). Flux surfaces were calculated from
B =0% to B = 1.93% with a step of 0.1% for this config-
uration, of which three examples are shown in Figs. 5 (b),
(c), and (d) for beta values of 0, 0.69, and 1.93%, respec-
tively. Each flux surface datum contains 32 surfaces; 31
of them are calculated inside the vacuum LCFS assum-
ing a pressure profile of Eq.(2), while the remaining sur-
face is added to define a plasma boundary, as described in
Sec.2.3(1).

From the prepared flux surfaces at different beta val-
ues, such as those shown in Figs. 5 (b)-(d), we tentatively
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Fig. 5 Algorithm of density reconstruction. (a) Measured data of 11-channel line densities from LHD shot number 6115 for R,y = 3.75 m.
(b)-(d) Database of flux surfaces. (e) Spatial profile of the line density at # = 0.7 sec. Circles indicate experimental data and crosses
indicate spline-fitted data. (f) Interpolated and extrapolated flux surfaces. The thick solid line indicates the last closed flux surface.
An example of a flux surface for the beta value of 0.69% is shown. (g)-(i) Trials of density reconstruction using different flux data.
Red dotted lines indicate profiles from the line integrated density data for reconstruction from the inner torus of the magnetic axis,
while blue solid lines are from the outer torus of the magnetic axis.
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selected one. Flux surfaces were interpolated or extrapo-
lated from p = 0.05 towards both plasma boundaries with
a step of p = 0.05. Then, the interpolated line integrated
density data that correspond to the middle points of the re-
spective rings were obtained. Finally, the local density in
the rings between the surfaces was calculated from Eq. (1).
These calculations were performed for different flux sur-
faces corresponding to different beta values. Since the den-
sity on the same flux surface should be the same, the best
reconstructed density profile that yields the minimum dif-
ference in reconstruction profiles from the inner and outer
magnetic axes is selected. Looking at Figs. 5 (g)-(1) from
this viewpoint, it can be seen that the case where 8 =
0.69% (a magnetic axis shift of 113 mm) is the optimum.
Figure 6 shows an example of such density reconstruc-
tion for a pellet-injected shot (the same shot as Fig. 2, shot
number 6115). The pellet was injected at t = 0.47 sec. The
density increased rapidly after the pellet injection. In addi-
tion, line density profiles first changed from flat to peaked
after the injection, and then went back from peaked to flat
as shown in Figs. 6 (a)-(e). At each time, the density re-
construction procedures described above were followed.
As shown in Figs. 6 (f)-(j), the reconstructed profiles ob-
tained from data from the inner and the outer axes match
reasonably well. Averaged profiles of inner and outer best-

reconstructed profiles were used for the subsequent physics
analysis. Figures 6 (k)-(0) shows the square difference of
the inner and outer reconstruction at different beta, yield-
ing different axis shifts. At each timing, square differences
show a minimum value at a particular axis shift. This
minimum is clearer at peaked density profiles, as shown
in Figs. 6 (1)-(n), but it is not very clear at flat or hollow
profiles, as shown in Figs. 6 (k) and (o). In this way, mag-
netic axis shifts were estimated only from FIR-MLI data.
In Figs. 6 (a)-(e), the measured line integrated density was
shown by a circle, and integrated line density of the recon-
structed radial density, which was the averaged inner and
outer reconstructed profile, was shown by crosses. They
agree well, indicating that the reconstruction procedure
was successful. Figure 7 shows the temporal evolution
of radial density profiles in flux surface coordinates, de-
termined from the above procedures. It is clear that the
density profiles were hollow before pellet injection and be-
came peaked after pellet injection.

2.5 Error sources of density reconstruction
and validation with other diagnostics

Several error sources can distort reconstruction. Note

that these sources should first be reduced by optimizing

the procedures described above. Remaining residual errors
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Fig. 6 Examples of density reconstruction. (a)-(e) Line integrated density profiles. Points of NL Exp. are measured line integrated density
data, while those of NL Calc. are line integrated density data obtained from integration of reconstructed density profiles. Solid
lines are fitted data with cubic spline used for density reconstruction. (f)-(j) Reconstructed radial density profiles. Normalized
positions of the interferometer chords are shown with circles. Red dotted and blue solid lines indicate profiles from inner and outer
wings of the magnetic axis. Black lines indicate averages of inner and outer profiles. (k)-(0) y2n. is the sum of the square of the
difference of the reconstructed density between profiles from inner and outer axis data at each flux surface of the database.
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Fig. 7 Temporal change of electron density profiles in flux sur-
face coordinates. Calculations were done every 10 msec.

are to be estimated quantitatively and error bars of the re-
construction profiles shown. Comparisons with other mea-
surements using different diagnostic techniques are also
good for checking the accuracy of the present FIR-MLI
measurement.

These errors may result from (i) the effects of mechan-
ical vibrations, (ii) a finite beam width, (iii) beam position-
ing, (iv) a finite number of chords, and (v) the determina-
tion of the flux surface. These factors are discussed in turn
below.

Regarding (i), all the detection optics were located in
a vibration-protected stand, as shown in Ref. [1]. A small
vibration remained with a frequency of around 100 Hz.
However, its RMS amplitude was around 1% of one
fringe, which corresponded to a line-averaged density of
3 x 10'®m= for a path length of 1.6 m. Most experiments
were performed at densities above 1 x 10'® m=3; therefore,
the effect of mechanical vibration was negligible.

Regarding (ii), the beam width, which was defined
as full width at the 1/e? intensity of peaked intensity of
a Gaussian laser beam, was 42 mm at a plasma, and it is
reasonable to assume that the detector measured an aver-
age density within the beam width. We may assume that
each detector was placed at the center of each beam, where
the signal was the strongest. At the plasma edge, however,
it is possible that the plasma density became zero within
the beam. In this case, the center of the beam was no
longer a representative position, as shown as the example
in the magnetic configuration of data shown in Fig. 1 (c)
for R;x = 3.75m. Therefore, the beam at R = 4.209m
was likely to cover the plasma boundary within the beam
(42 mm width). To find a representative position, the po-
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Fig. 8 Effects of the boundary chord’s position at R = 4.209 m.

Data at r = 0.5, 0.7, and 1.0 s of LHD shot number 6115
are examined. Negative and positive values of AR indi-
cate inner and outer shift, respectively.

sition of the chord was scanned, and an optimum position
was determined in such a way that the square difference
between inner and outer reconstruction was minimized, as
shown in Fig. 8. The position of the chord was scanned at
+25 mm from R = 4.209 m with a step of 5 mm. This test
was performed for three cases at r = 0.5s (a flat profile),
0.7s (a peaked profile), and 1.0s (a hollow profile). For
these three cases, an inward shift by 10 mm was found to
show the least square difference. Therefore, an inner shift
by 10mm (R = 4.199 m instead of R = 4.209 m) was used
as a representative position.

Regarding (iii), the maximum beam shift due to re-
fraction at 5 x 10! m~3 was estimated to be around 5 mm.
The accuracy of the beam positioning, which was esti-
mated from measurements using a coaxial visible He-Ne
laser, was less than 5mm. Thus, the reconstruction pro-
cedures were repeated 100 times, assuming the beam po-
sitions to be distributed statistically, i.e., with a Gaussian
distribution having a standard deviation of Smm. Then,
we get 100 reconstructed profiles for the inner and outer
magnetic axis each, i.e., 200 profiles in total. Figures 9 (a)-
(c) show the reconstruction profiles with position errors;
dotted lines indicate upper and lower error bars, which
were defined as the standard deviation of 200 such pro-
files at each radial position. For the hollow (Fig. 9 (a)), flat
(Fig.9 (b)), and peaked (Fig.9 (c)) profiles, estimated er-
rors inside the LCFS were about +6%.

Regarding (iv), although the number of chords was
dictated by optical access to the LHD and other constraints,
we wanted to know whether the present number (typically
11 channels) yielded sufficiently accurate electron density
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Fig. 9 Error estimates of density reconstruction assuming a position uncertainty of 5 mm and comparison with Thomson scattering signals
at(a)t =0.4sec, (b) r = 0.5sec, and (c) t = 0.7 sec. Normalized positions of the interferometer chords are shown with circles, and
Thomson scattering data by crosses. Dotted lines are upper and lower ranges of densities from density reconstruction.

profiles. For this purpose, results from the present mea-
surement were compared with those from an independent
diagnostic for the same discharge. In Fig. 9, signal inten-
sity profiles from YAG laser Thomson scattering (YAG-
LTS [9]) are also shown. Because of technical difficulties
with absolute calibration of Thomson signals, only raw sig-
nals are shown in Fig.9. Since signal intensities are pro-
portional to the electron density, comparisons of density
profile shapes between the two diagnostics are possible.
Figure 9 shows that the profile shapes from the two diag-
nostics, i.e., from hollow to peaked, agree reasonably well.
However, note that signal intensities from YAG-LTS do not
scale with those from reconstructed density profiles using
FIR-MLI. For example, the central densities from FIR-
MLI increased by a factor of 6.5 from r = 0.5to r = 0.7 sec,
while those from YAG-LTS changed by a factor of 5. Also,
the central densities from FIR-MLI increased by a factor of
5 from ¢t = 0.5 to ¢t = 1.0s, while YAG-LTS changed by a
factor of 5.6. These differences were found to be caused
by instability of the YAG laser pulses during an LHD dis-
charge. After the fourth campaign (2000), the stability of
the YAG laser was significantly improved, and the tempo-
ral changes in electron density data obtained from YAG-
LTS have become much more reliable.

Considering all these effects, we conclude that the
present 11 channels are reasonably good. However, when
the number of working channels is reduced because of the
fringe jump due to a strong density gradient, the quality of
reconstruction profiles degrade.

Regarding (v), the accuracy of the determination of
flux surfaces can be compared with that from other diag-
nostics. YAG-LTS determines flux surfaces from 7. pro-
files. The YAG-LTS system on the LHD measures electron
density and temperature profiles along the major radius of
the equatorial plane at the horizontally elongated cross-
section [9]. Electron temperatures were measured in co-
ordinates based on the major radius, T.(R), and they were
converted to flux surface coordinate T.(p). By selecting
an appropriate flux surface for FIR-MLI, as described in
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Fig. 10 Comparison of estimated positions of the magnetic axis
from FIR-MLI and YAG-LTS. Dotted lines indicate up-
per and lower values due to the assumed random error of
the chord position of 5 mm.

Sec. 2.4, flux surfaces for the coordinate conversion can be
determined from the comparison of 7.(p) by minimizing
the difference from the inner to the outer magnetic axis.
Electron temperature profiles from YAG-LTS are more ac-
curate than electron density profiles, because the temper-
ature measurement is much less sensitive to the calibra-
tion factor of the detectors. Therefore, electron tempera-
ture measurements were used to determine flux surfaces.

Figure 10 shows comparison of determination of flux
surfaces between one using FIR-MLI and the other using
YAG-LTS. In Fig. 10, the selected flux surface was indi-
cated by the magnetic axis position depending on 5. Since
YAG-LTS and FIR-MLI are measured at the horizontally
and vertically elongated cross-sections respectively, the
magnetic axis shifts at vertically elongated cross-section
are shown for comparison.

As shown in Fig. 10, the tendency of the time histo-
ries from both diagnostics is similar, but FIR-MLI shows
more shifted values. As shown in Fig. 6, peaked density
profiles measured using FIR-MLI show clear minima in
the difference of inner and outer magnetic axis profiles, for
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Fig. 11 Time histories of (a) the diamagnetic stored energy,
(b) central and volume-averaged densities and the den-
sity peaking factor from FIR-MLI, and (c) central and
volume-averaged temperatures and the temperature peak-
ing factor from YAG-LTS. The peaking factor was de-
fined as the ratio of central to volume-averaged values.
Dashed lines in (b) indicate upper and lower ranges of
each value due to the assumed random error of the chord
position of 5 mm.

example, at r = 0.5 - 0.7 sec, but clear minima were not
seen at hollow density profiles, such as those at t = 0.4
and 1.0sec. Thus, peaked profiles can determine flux sur-
faces with better accuracy. Time histories of the peaking
factor of ne(p) from FIR-MLI and that of T.(p) from YAG-
LTS are shown in Figs. 11 (b) and (c), respectively. The
peaking factor was defined as the ratio between the central
and volume-averaged values. As shown in Fig. 11, n.(p)
from FIR-MLI is more peaked than T¢(p) from YAG-LTS
at t = 0.6 - 0.87sec. Thus, we conclude that FIR-MLI
yields more accurate flux surfaces than YAG-LTS during
this time period, while YAG-LTS yields better accuracy in
other time periods. However, for more convenient analy-
sis and superior time resolution of FIR-MLI (up to 10 us)
compared to YAG LTS (up to 20 ms), flux surfaces were
all selected from FIR-MLI in the analysis in the following
section.

3. Transport Analysis of a Pellet-
Injected Discharge

As described in the previous section, FIR-MLI can
provide temporal evolutions of electron density profiles in
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flux surface coordinates. Obtained data can be used for
analysis of particle confinement of electrons. In particular,
the ability to make temporally continuous density profile
measurements offers several analysis schemes.

3.1 Analysis technique for particle transport
from FIR-MLI data

The particle balance equation is expressed as follows:

one

ot

where n, is the local electron density, I is the particle flux,
and S is the local particle source rate. The particle flux is
expressed as follows:

=—V~F+S=—£§rF+S, 3)

r or

I' = -DVn, +n.V, “4)

where D is the diffusion coefficient and V is the convection
velocity. In Eq. (4), the first term is the particle flux driven
by the density gradient, and the second term is the con-
vection flux, which is driven by other gradients such as an
electron temperature gradient, an ion temperature gradient,
a potential gradient, or a momentum gradient. The convec-
tion flux represents all these effects together, excluding the
density diffusive flux. Peaked density profiles in a toka-
mak and hollowed density profiles in a heliotron/stellarator
in steady equilibrium states were frequently observed, and
these observations can be explained only by the existence
of the convection flux. However, simple particle balance
cannot discriminate D from V, and additional information
such as the temporal development of density profiles is
necessary to distinguish them.

One approach is to perturb electron densities by a pe-
riodic change of gas fueling, and to estimate D and V from
the propagation of modulation [10-12]. Another approach
is to estimate D and V from temporal changes of the flux
and gradient[13, 14]. The local particle flux can be esti-
mated from temporal changes of the local density and par-
ticle source, as shown in Eq. (3), together with Eq. (4). The
relationship between the density gradient and the particle
flux, both being normalized by the local density, yields the
diffusion coefficient and the convection velocity, as shown
by the following equations:

r Vne
—=-pl .y, 5)
e e
1 one
F(l")—;jo‘ r(S—E)dr. (6)

Equation (5) indicates that the plot of the left-hand side
against the first term of the right-hand side (the density
gradient portion) gives D as a coefficient and V as an offset
value. This analysis was previously performed by observ-
ing the effects of the periodic modulation of gas fueling in
Joint European Torus (JET)[13] and of temporal change
of gas fueling in Compact Helical System (CHS) [14]. The
difficulty of this analysis lies in the estimation of the parti-
cle source rate S'. The particle source rate from the neutral
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beam injection (NBI) can be estimated from the numerical
code with a known input beam power, and plasma den-
sity and temperature profiles. On the other hand, the par-
ticle source rate from gas fueling and wall recycling are
difficult to estimate from experimental observations, be-
cause neutrals that produce electrons are highly asymmet-
ric in vacuum vessels. In Ref. [13], the absolute value of
S was determined from the penetration of the modulation.
In Ref. [14], hydrogen atom densities were measured using
laser-induced florescence spectroscopy (LIFS), and S was
estimated from a combination of results from LIFS and a
3-D Monte Carlo simulation.

However, when S is negligibly small compared with
the time derivative of a local density, one sees from the
bracket in the integral of Eq. (6) that it does not affect the
particle flux. In fact, 3-D Monte Carlo simulation in the
LHD[11, 12, 15] showed that the peak of S was around
p = 1.1 and decreased by one order of magnitude atp = 1.0
when the electron density was around 1.5 x 10" m™ and
the electron temperature around 250eV. Therefore, it is
reasonable to neglect S when considering gas fueling and
wall recycling inside of around p = 1.0, namely, inside the
LCFS. This assumption is more appropriate when the time
derivative of the density is large, which is the case after
pellet injection.

Summing up the above arguments, we consider only
S from NBI and neglected the contribution of S from wall
recycling and gas puffing, and the particle source from NBI
was estimated using FIT code [16].

3.2 Characteristics of particle confinement
after pellet injection

Figure 11 shows temporal changes in (a) the dia-
magnetically measured stored energy, central and volume-
averaged values, and peaking factor of (b) electron density
and (c) electron temperature. The magnetic axis was at
R.x = 3.75m with B; = 1.5 T, and the working gas was hy-
drogen. The plasma was first pre-ionized using a gyrotron
operating at 82.7 and 84 GHz (second harmonic resonant
heating), and then co- and counter-directed tangential NBI
were injected. An ice pellet [17] was injected after the NBI
injection. The central density and temperature were values
at the plasma center (o = 0). The volume-averaged density
was calculated within the LCFS. The peaking factor was
defined as a central value divided by a volume-averaged
value.

In Fig. 11, three vertical dotted lines are indicated,
which show times when particle transport markedly
changed as shown below. The first is at ¢+ = 0.48sec,
just after an ice pellet was injected. The second is at
t = 0.54sec, when the volume-averaged density started
to decrease, and the density peaking factor started to in-
crease. The third is at # = 0.68 sec, when the peaking factor
reached a maximum.

As shown in Fig. 11, just after a pellet was injected at

t = 0.48 sec, the density profile became peaked, and central
and volume-averaged values stayed constant until around
t = 0.54sec. Figure 12 shows the temporal evolution of
density and temperature profiles. Density profiles changed
from hollow to peaked, as shown in Fig. 12 (a), after the
pellet injection, and the central electron temperature de-
creased from 0.85 keV to 0.45keV, as shown in Fig. 12 (b).
As shown in Fig. 11 (b), central and volume-averaged den-
sities started to decrease at around t = 0.54 sec; i.e., the
central density decreased slowly and the volume-averaged
density more rapidly after t = 0.54 sec, implying that den-
sity profiles became peaked again after this time. Density
peaking factors increased until # = 0.68 sec. Therefore, we
refer to the time interval of r = 0.54 - 0.68s as the “ad-
ditional density peaking phase.” As shown in Fig. 12 (c),
during this phase, the density gradient became very steep
atp < 0.9.

As shown in Fig. 11 (b), the central density started to
decrease more rapidly than the volume-averaged value af-
ter t = 0.68sec, implying that the density peaking fac-
tor started to decrease. Thus, we call the time interval of
t = 0.68 - 1.0sec as the “density broadening phase.” As
shown in Fig. 12 (¢), although the densities at p < 0.9 were
reduced, the edge densities at p > 0.9 were almost con-
stant.

The stepwise changes of density profiles shown in
Figs. 11 (b) and 12 (a) and (c) suggest that particle trans-
port may have experienced a transition from one phase
to another. On the other hand, both central and volume-

——— 0.44sec —=—— 0.48sec
0.54sec 0.68sec —=— 1.0sec
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Fig. 12 (a) Density and (b) temperature profiles just before (# =
0.44 sec) and just after (r = 0.48 sec) pellet injection; (c)
and (d) are the respective profiles for the density decay
phase after pellet injection at = 0.48, 0.54, 0.68, and
1.0s. Dashed lines indicate upper and lower ranges of
each value in (a) and (c¢) due to the assumed random error
of the chord position of 5 mm.
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Fig. 14 Changes in spatial profiles of (a) the diffusion coefficient and (b) the convection velocity during the additional density peaking
phase (# = 0.54 - 0.68 sec) and the density broadening phase (# = 0.68 - 1.0 sec). Dashed lines indicate upper and lower ranges of

estimated errors.

averaged electron temperatures increased similarly after
t = 0.54 sec, implying that the peaking factor of T.(p) was
almost constant and did not show any stepwise change of
profiles, as shown in Figs. 11 (c) and 12 (d).

Two different phases in density profiles after pellet in-
jection, the additional density peaking phase at t = 0.54 -
0.68 sec, when the peaking factor increased, and the den-
sity broadening phase at # = 0.68 - 1.0 sec, when the peak-
ing factor decreased, were analyzed using a plot of nor-
malized flux (I'/n.) against normalized density gradient
(=Vne/ne), as discussed in Sec. 3.1.

Figure 13 shows such plots for three radial positions,
p = 0.275, 0.575, and 0.775, from t = 0.54 to 1.0sec.
These analyses were carried out 100 times by assuming
random errors of Smm in laser positions, as discussed
in Sec.2.5. Values shown in the abscissas and ordinates
are averages of these 100 trials at each time. Two dif-
ferent slopes are apparent at p = 0.575 (Fig. 13 (b)) and
p = 0.775 (Fig. 13 (c)). In contrast, we see only one slope
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atr = 0.54 - 0.68s at p = 0.275 (Fig. 13 (a)), since the
normalized density gradient did not change dramatically
after t = 0.68sec. The two slopes in Figs. 13 (b) and (c)
indicate that two different phases of transport, and specif-
ically a transition between them, exist, which was already
suggested from the change of density profile peaking fac-
tors described above. The slope in this plot of —Vn./n. vs
I'/n. at p = 0.575 clearly changed at ¢ = 0.68 sec as shown
in Fig. 13 (b). This time corresponds to the third vertical
dotted line in Fig. 11, where the peaking factor reached a
maximum value.

D and V were evaluated from Figs. 13 (a)-(c) follow-
ing the procedure described in Sec. 3.1 for the additional
density peaking phase (f = 0.54 - 0.68 sec) and the density
broadening phase (r = 0.68 - 1.0 sec). Figure 14 shows the
values of D and V for these two phases. Solid lines indi-
cate averages, and dashed lines show the upper and lower
bounds of error bars, which are defined as standard devia-
tions of estimation. We reiterate that the density profile’s
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temporal history data consisted of 100 data sets, which
were obtained from error analysis with 100 times instances
random position error analysis. The determination of D
and V from the slope was carried out for each of the 100
data sets for the temporal evolution of the density profile.
The slope was not well defined at p < 0.175 for the ad-
ditional density peaking phase and at p < 0.375 for the
density broadening phase (0.68 < t < 1.0sec). The data
at p > 0.875 were excluded because particle sources from
wall recycling and gas puffing, which were not taken into
account here, can affect particle transport. The estimated D
and V are from the least square fitting of the slopes, where
correlation coefficients of fitting were larger than 0.4.

As shown in Fig. 14, during the additional density
peaking phase, diffusion coefficients increased toward the
edge. The convection velocities were negative (inward di-
rected) and its absolute values increased toward the edge.
During the density broadening phase, the diffusion coeffi-
cients were more or less spatially constant. The convection
velocities were positive (outward directed) and showed a
maximum value at p = 0.725.

We note that in the equilibrium steady state, the same
magnetic configuration (Ryx = 3.75m, By = 1.5T) yielded
hollow density profiles, similar to the one for ¢ = 0.44 sec
of Fig. 12 (a). The estimated D and V for the density broad-
ening phase (f = 0.68 - 1.0sec) were similar to those
obtained from density modulation experiments at simi-
lar densities and temperatures [12]. These results sug-
gest that particle transport during the density broaden-
ing phase shows similar characteristic of conventional gas
puffing discharges, which was reported in Refs.[12, 18],
and [19]. In conventional discharges at R;x = 3.75m
with gas puffing, the density peaking factor was reduced
with decreasing collisionality [18, 19]. The hollow density
profiles were explained by the neoclassical outward con-
vection [12]. Therefore, in the density broadening phase
(r = 0.68 - 1.0sec), the reduced peaking factors and re-
sultant density profile change from peaked to hollow can
be well explained by the increase of neoclassical outward
convection with decreasing collisionality [12].

On the other hand, transport for the additional density
peaking phase (¢ = 0.54 - 0.68 sec) is observable only af-
ter pellet injection, and the transport characteristics cannot
be explained by the role of neoclassical transport, which
is different from that for the density broadening phase
(t = 0.68 - 1.0sec). Namely, during the additional density
peaking phase, the density peaking factor increased with
increasing temperature (i.e., with decreasing collisional-
ity). This increase in peaking was achieved by enhanced
diffusion at p > 0.5 associated with an inwardly directed
pinch, the existence of which is clear because normalized
particle fluxes (I'/n.) are extrapolated to negative values
when normalized density gradients (—Vn./n.) are zero (cf.
Eq.(5))atp = 0.575 and p = 0.775 as shown in Figs. 13 (b)
and (c). This fact is also evidenced in Fig. 14 (b).

3.3 Response of turbulent fluctuations in the
two different transport phases

An inwardly directed pinch in the heliotron configu-

ration cannot be explained by the neoclassical theory, as
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Fig. 15 Time trace of (a) central and volume-averaged density,
and density peaking factor, (b) cut-off layer position of re-
flectometer, (c) —Vn./n. at cut-off position, (d) reflected
power, (e) power spectrum of 34.9 GHz O mode reflec-
tometer, (f) power spectrum of 40.2 GHz O mode reflec-
tometer. The traces of additional peaking (r = 0.54 -
0.68 sec) and broadening (¢ = 0.68 - 1.0 sec) phases are
shown. Dotted line is at = 0.68 s, the moment of tran-
sition from the additional density peaking to the den-
sity broadening phase. Reflectometer signals were fil-
tered above 10 kHz. The sampling time was 500 kHz. In
(e) and (f), red and green indicate stronger and weaker
power, respectively.
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described above. Recently, it has been reported that drift-
wave-like turbulence, such as the ion temperature gradi-
ent mode and trapped electron mode, can induce peaked
density profiles in tokamaks [20]. In addition, such turbu-
lence may have also induced an inwardly directed flux in
the LHD [21]. The response of turbulent fluctuations in the
additional density peaking and density broadening phases
was studied using a microwave homodyne reflectometer.
The reflectometer was originally constructed for the NBI
interlock as a simple density monitor [22]. The microwave
sources’ frequencies were 34.9 GHz and 40.2 GHz, and the
injection was in an O mode. Therefore, the cut-off densi-
ties were 1.5x 10" m~3 and 2x 10" m~3, respectively. For
signal detection, a simple homodyne system was used. Al-
though the signals are rough indicators of fluctuation pow-
ers at cut-off layers, interpreting them is not straightfor-
ward. A comparison of intensities between the two fre-
quencies is not possible, because the signals were neither
absolutely nor relatively calibrated. Also, the measured
positions (the positions of cut-off layers) change with time.
Care must therefore be taken in interpreting the obtained
homodyne reflectometer signals.

Figure 15 shows time traces of the density profile pa-
rameter, cut-off position, and spectrum behavior during the
additional density peaking (r = 0.54 - 0.68 sec) and broad-
ening (r = 0.68 - 1.0sec) phases. As densities decrease,
cut-off layers move inward, as shown in Fig. 15 (b). The
normalized density gradient —Vn./n. at cut-off layer posi-
tions decreased in time, as shown in Fig. 15 (c). Reflected
power also decreased, as shown in Fig. 15 (d). This is qual-
itatively consistent with the mixing length estimate, which
yields fluctuation levels proportional to the normalized
density gradient for a given fluctuation wavenumber [23].

The temporal information for the cut-off layers

(Fig. 15 (b)) is combined with that of reflected power
(Fig. 15 (d)) to yield spatial distributions of the latter quan-
tity, as shown in Fig. 16. From this figure, one sees that the
reflected power increases towards the plasma edge, sug-
gesting that turbulence intensities also increase in that di-
rection. This is qualitatively consistent with observations
in toroidal devices [23].

Figures 15 (e) and (f) indicates temporal changes in
the frequency power spectra, where broad-band frequency
features are observed. Although a reflectometer cannot de-
termine the wavenumbers of turbulence, observed features

— 34.9GHz 0.54~0.97sec

Fig. 16 Spatial profiles of reflected power obtained from
Figs. 15 (b) and (d). The signals are from the time when
cut-off layer positions were at p > 0.05.
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Fig. 17 Comparison of frequency power spectrum at p = 0.8 between the additional density peaking phase from the 40.2 GHz signal and
the density broadening phase from the 34.9 GHz signal. Thick black lines indicate the exponential fitting for components higher
than 50 kHz. The exponents of 34.9 GHz and 40.2 GHz are —3.2 and —2.2, respectively.
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of broad-frequency spectra are similar to those measured
using phase contrast imaging[11, 12]. A possible can-
didate for turbulence is drift-wave type turbulence, such
as the ion temperature gradient mode or trapped electron
mode. Wavenumbers for these modes are expected to be
around kp; = 0.1 - 1[21,24], where k is the perpendicular
wavenumber and p; is the ion Larmor radius.

As described in the previous section, a clear differ-
ence in transport characteristics is observed between the
additional density peaking (t = 0.54 - 0.68 sec) and den-
sity broadening (r = 0.68 - 1.0sec) phases. If turbulence
causes such a difference, a clear difference in turbulence
characteristics should also be observed. To observe this ex-
perimentally, reflectometer power spectra were compared
at the two different transport phases at a single location. As
seen from Fig. 15 (b), this was possible only in a small win-
dow of around p = 0.8, since cut-off layer positions change
with time. Thus, signals at + = 0.66 sec for 40.2 GHz for
the additional density peaking phase and at t = 0.76sec
of 34.9 GHz for the density broadening phase were se-
lected to compare fluctuation spectra at p = 0.8. Figure 17
shows these spectra. The shapes of the observed frequency
spectra were fitted to the following equation in frequency
regimes higher than 50 kHz, and frequency exponents were
obtained,

S(f) e oo )

Figure 17 shows that the exponents are —2.2 and —3.2
in the additional density peaking and broadening phases,
respectively, showing that a broader frequency power spec-
trum was observed at the former phase. This may ac-
count for the observed larger diffusion coefficient and in-
ward convection velocity for the former phase, as shown in
Figs. 14 (a) and (b) at p = 0.8.

4. Discussion and Summary

Density profiles in flux surface coordinates were ob-
tained using only FIR-MLI data. For this purpose, a novel
reconstruction technique has been developed that takes into
account non-circular cross-sections of flux surfaces using
the numerical equilibrium code VMEC for central beta val-
ues from 0% to 2%. The method also includes proper con-
siderations for the number of rings and for reconciling the
outer and inner reconstructions of the vertical minor cross-
sections of the LHD, where the FIR-MLI data were ob-
tained. The usefulness of this reconstruction scheme has
been vividly demonstrated in the particle transport analysis
of a pellet-injected discharge in the LHD, where the diffu-
sion coefficient and convection velocity were obtained for
the additional density peaking phase and the density broad-
ening phase of the discharge. In particular, we stress the
importance of the finding of an inwardly directed pinch,
which contributed to peaked density profiles in the addi-
tional density peaking phase. This inwardly directed pinch
may have been induced by turbulence-driven anomalous
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transport, similar to that observed in some tokamaks. The
observed fluctuation signals from a microwave reflectome-
ter qualitatively support this.

The reconstruction procedure, described in detail in
Sec. 2, requires a constant density on a flux surface and
poloidal symmetry. When poloidal symmetry is violated,
for example, due to the existence of magnetic islands, an-
other technique was attempted [25], where a procedure for
fitting an analytical expression of the density profiles was
combined with information about the island structure. An
alternative is to determine flux surfaces from the iteration
of the equilibrium calculation, and this calculation was car-
ried out using the TOTAL code [26]. For this purpose,
the assumption of equal ion and electron temperatures, to-
gether with self-consistently determined electron density
profiles, allowed the equilibrium to be reconstructed. The
results thus obtained were compared with those from the
method described here, and they nearly agreed. However,
when the plasma current is not negligible (for example,
when the beam driven current is significant), the TOTAL
code failed to produce an appropriate flux surface coordi-
nate.

One of the limitations of FIR-MLI is caused by refrac-
tion of laser light at high density (>10%**m™3), resulting
in loss of heterodyne beating signals. The edge channel
started to lose signals because of the existence of a high
density gradient, decreasing the measurement accuracy of
density profiles. Recently, a CO, laser imaging interfer-
ometer (CO,-LII) was constructed [27-29]. The CO,-LII
works at extremely high densities of up to 1 x 102! m=3, but
compensation for mechanical vibration is necessary. If vi-
bration compensation is not perfect, signals include noise
due to uncompensated vibration, resulting in line density
profiles that are not smoothly connected. In this case, the
technique described in Sec.3 is inadequate, and another
method [29] was tried, the least square technique combined
with spatial regularization.

Recently, the super dense core (SDC) shot was ob-
tained [30], which suggests improvements of core particle
confinement, and the SDC has given great impact to the
realization of a high density reactor scenario. Analysis
similar to that shown in Sec.3 was carried out using the
CO,-LII and reported in Ref. [31].
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