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Fast camera systems for imaging tokamak plasmas are becoming increasingly popular. Edge fluctuations and
plasma instabilities can be imaged in the visible and X-ray wavelengths using presently available cameras. While
viewing the plasma tangentially, the lines of sight (LOS) pass through the plasma integrating the light through a
number of flux surfaces. Here we report a reconstruction code for tomographic unfolding of the emissivity profile
of the poloidal cross section from the tangential image, using pixel method. The poloidal cross section of the
tokamak has been divided into pixels, each of which is a footprint of a subtorus. The emissivity of each of this
subtorus (pixels) is assumed to be constant and uniform around the torus.
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1. Introduction
Plasma imaging is getting increasingly popular with

the development of high speed cameras. Tangential view-
ing through the tokamak plasma cross-section provides
good spatial resolution [1]. This proves to be an useful
tool to study edge fluctuations and plasma instabilities in
the visible and X-ray wavelengths. The reconstruction of
the emissivity profile from the images is clearly a neces-
sary task. Here an algorithm inferring the emissivity pro-
file from the tangential images recorded on a camera chip
is presented. It can easily be adapted to any machine and
camera locations.

In the following, the performance of a reconstruction
code implemented using MATLAB (v 7.2) is described.
Section 2 briefly describes the setup of the problem. In
section 3 a brief overview of the reconstruction by pixel
method [2, 3] has been given. Section 4 gives a systematic
analysis of the method and the obtained results. Finally, in
section 5 a brief discussion is given on the results obtained
on the basis of simulated data.

2. Brief Description on the Setup of
the Problem
A tangential camera with a view covering a consid-

erable portion of the poloidal cross section of the plasma
is considered (refer to Fig. 1). The poloidal cross section of
the tokamak torus has been divided into a matrix of 11×11
circles (hereinafter referred to as pixels; the term ‘detector’
being used to refer to the elements of the camera chip),
each of 25 mm radius. Major radii of these sub tori (pix-
els) vary from 500 mm to 1000 mm in steps of 50 mm, and
the z-co-ordinates of their centers range between +250 mm
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Fig. 1 Schematic of tangential view of the camera covering al-
most entire poloidal cross section. Three non-collinear
points on the limiter (dark magenta ring) serves as the
fiduciaries. Ĥ and Ŵ define the plane of the image formed
through the lens L. f1 is the image of F1, one of the fidu-
ciaries.

to −250 mm. The camera chip constitutes of a matrix of
16 × 16 macro pixels (cluster of pixels) of 0.48 × 0.48 mm
dimension. The emissivity within each of these pixels is
assumed to be uniform and remains constant toroidally.

Usually, in any experimental situation, the camera is
setup by orienting it so that a few known points inside the
tokamak vessel are imaged and these points are easily rec-
ognized in the image. Three non-collinear points, whose
co-ordinates are known with respect to the machine center,
serve as fiduciaries to define the camera chip and its orien-
tation accurately to define the line of sight (LOS) of each
detector through the lens center in terms of the detector
unit vector v. Refer to appendix I for further details.
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3. Theoretical Background
3.1 Tomography problem

LOS from each detector on the camera chip passes
through the optic center of the collector lens system and
intercepts a number of sub tori. Calculation of brightness
( f ) i.e. power divided by étendue of a detector is given by∑

j=1∼N

Ii j� j = fi (1)

Ii j is essentially the chord length of the detector i passing
through the pixel number j. � j is the emissivity of pixel j
[3]. The set of simultaneous linear equations can be written
as

I ∗ g = f (2)

Where, ∗ denotes matrix multiplication. The I matrix is
populated by solving a series of ray-torus intersection
equations. A single viewing chord originating from a de-
tector will pass through a small number of pixels toroidally
on its way, thus making the I matrix extremely sparse.

A torus is represented by the well known equation[
R −
√

(x2 + �2)

]2
+ (z − z0)2 = r2 (3)

Where, R is the major radius, z0 is the shift along z axis
and r is the minor radius. A ray in its parametric form is
represented by the equation

at = a + tv (4)

Where, at constitutes of the components of the ray vector,
a is the origin or eye point and v is the direction vector.
Substituting the ray equation in the torus equation, we get
a quartic equation in t. t is essentially the distance traversed
by the ray from its origin along direction v. Then the dis-
tances between all the real roots (up to four values of t)
provides the matrix element Ii j need to set up the matrix
equation (2).

Inverting I, which is a sparse matrix cannot be done di-
rectly. This is an overdetermined system since, number of
equations (= 256) are more than the number of unknowns
(= 121). We could try in this case to minimize the chi-
squared value using the equation

χ2 = (I ∗ g − f)T ∗ (I ∗ g − f) (5)

The superscript T denotes transposition. Solutions to the
set of linear equations of this overdetermined system are
found by Singular Value Decomposition (SVD) method [4,
5].

3.2 Simulation of the emissivity profile
The visible radiation from a tokamak is emitted from

the edge regions with possible poloidal variations. Hence,
an emissivity profile is created as

�(r, θ) = 0.5 + A ∗ e[−(r−r0)2/2σ2] ∗ abs(cos θ) (6)

Fig. 2 Simulated edge peaked emissivity profile.

as shown in Fig. 2. Where, r is the minor radius, r0 is
the peak position of emissivity, σ defines the width of the
Gaussian and θ is the angle along the poloidal cross sec-
tion. It has two lobes of high emissivity region in the in-
board and outboard sides with peaks at r0/r ∼ 0.9.

4. Results
With the simulated emissivity profile, input brightness

values at the pixel centers are calculated as per equation
(2). Quality of reconstruction is reflected in the normalized
residual (NR), given as

NR =

√√√√∑
i


∑

j

(Ii j ∗ �R
j ) − f c

i

 / f c
i


2

(7)

Where, gR is the reconstructed emissivity matrix obtained
through SVD [4], and fc is the double precision actual
brightness matrix. Output emissivity contour reconstructed
at double precision brightness input (refer to Fig. 3) resem-
bles the input emissivity with an NR of 4.2965 × 10−14.

In the present scenario, two types of noises are ad-
dressed, viz. the read out like noise and the shot like noise.
Several amounts of these noises are added separately to
check the consistency of reconstruction. White noise with
a normal distribution is added to the brightness profile. For
shot like noise we have introduced a predefined percentage
of the brightness value itself as the standard deviation of
the Gaussian random noise

fnois� = fclean + fclean ∗ s ∗ randn(size(fclean)) (8)

For read like noise, we have introduced a predefined per-
centage of the mean of the overall brightness as the stan-
dard deviation of the Gaussian random noise

fnois� = fclean + 〈fclean〉 ∗ s ∗ randn(size(fclean)) (9)

where, randn generates Gaussian random noise. Percent-
ages of both the noise amount to 0.1 %, 0.3 %, 0.5 % and
1 %.

Reconstruction starts deviating from the input emis-
sivity profile at around a noise of 0.5 percent and degrades
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Table I

Normalized Residual
Read out noise Shot noise

Percentage NR Percentage NR
1 ∼ 0.1475 1 ∼ 0.1154
0.5 ∼ 0.0686 0.5 ∼ 0.0592
0.3 ∼ 0.0443 0.3 ∼ 0.0371
0.1 ∼ 0.0162 0.1 ∼ 0.0142

Fig. 3 Input and Output emissivity contours reconstructed at
double precision brightness input.

Fig. 4 Shot like noise of (L to R top row) 0.1, 0.3 % and (L to R
bottom row) 0.5, 1 %.

substantially at about 1 percent in both the cases, as shown
in Figs. 4 and 5. Normal residues for both the cases are
tabulated in table I.

5. Discussion
Fast image acquisition at ≥ 10000 frames per second

is increasingly becoming possible with the development of
cameras. This allows imaging Magneto Hydro-Dynamics
(MHD) activities themselves and within the exposure time
for each frame of 100µs, we can expect the main noise in
the image to be shot noise and read noise. For example,

Fig. 5 Read out like noise of (L to R top row) 0.1, 0.3 % and (L
to R bottom row) 0.5, 1 %.

with a chord integrated photon flux ∼ 1014-1015photons
(cm2)−1 s−1 Sr.−1 and 0.25 mm2 detector area on the cam-
era chip (assuming a quantum efficiency 40-50 percent and
conversion at ∼ 100 electrons/count), the signal could be
∼ 2 × 105-2 × 106 photoelectrons or 2,000-20,000 counts.
This implies noise levels ≤ 0.3 percent of the signal. Dur-
ing tangential imaging, one has to take care of wall reflec-
tions, which can be small in case of carbon surfaces (low
reflectivity) or can be reduced with a view dump at the far
end of the LOS. This has motivated us to explore the pos-
sibility of obtaining emissivity profiles from tangentially
viewed plasma images.

For an underdetermined system (number of unknown
coefficients is more than the number of equations) or ill
conditioned system it is difficult to get a proper solution.
To solve such problems there are a number of widely used
methods, for example: (i) Linear Regularization Method
(sometime called Phillips-Twomey method [6], the con-
strained linear inversion method [7], Tikhonov-Miller reg-
ularization [8] method), (ii) Phillips-Tikhonov Regulariza-
tion Method [9], and (iii) Maximum Entropy Method [3, 5
and the references therein].

We note that our system is an overdetermined system
(number of unknown coefficients is less than the number of
equations). For the solution of such systems Singular Value
Decomposition Method (SVD) is the best method, though
somewhat slower, because it does not fail to converge even
if the matrix is ill conditioned or near singular [5].

In the present paper the quartic equation, representing
the ray-torus intersection, is solved to populate the geom-
etry matrix I. Run time of the code on Pentium 4 512 MB
DDR2 RAM desktop computer is a few seconds only. At
present the algorithm is robust to handle up to 0.5 % of
noise. Both cases of read out and shot noise have been
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tested. Optimization of number of pixels and detectors to
handle greater amount of noise for various types of emis-
sivity profiles is being pursued.
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Appendix-I
In the following, the global origin O is taken as the

center of the toroidal vessel. The detector locations are re-
ferred to the chip center S . Three non collinear fiduciary
points Fi (Xi, Yi, Zi) (i = 1,2,3) are identified in the ves-
sel and they are imaged. Let their images be represented
by detectors fi on the camera chip. Center of the camera
chip is denoted by the vector OS. Thus the vector Sf i of
each detector is represented in terms of the horizontal (Ĥ)
and vertical (Ŵ) unit vectors of the camera chip. Unit vec-
tors Ĥ and Ŵ are defined with respect to the global origin.
Refer to Figure 1. Thus we have:

Sf i = Ĥ fhi + Ŵ fvi (10)

The center of the lens of the camera is defined by the
position vector OL. Distances Lf i are known from the de-
tector dimensions and the focal length of the camera lens.
Thus the vectors Lf i are also known from the unit vectors
(FiL/|FiL|) along these directions. Thus we have:

LS = Lf i − Sfi (11)

Using the above, we get the horizontal and vertical
unit vectors in terms of the known co-ordinates of L and
the location of the images fi on the detector of the three
points Fi, given as:

Ĥ =
( fv1 − fv3)(Lf1 − Lf2) − ( fv1 − fv2)(Lf1 − Lf3)

( fh1 − fh2)( fv1 − fv3) − ( fh1 − fh3)( fv1 − fv2)

Ŵ =
( fh1 − fh3)(Lf1 − Lf2) − ( fh1 − fh2)(Lf1 − Lf3)

( fh1 − fh3)( fv1 − fv2) − ( fh1 − fh2)( fv1 − fv3)
(12)

Knowing Ĥ and Ŵ we can calculate the Sdi vector for
any arbitrary detector di and thereby LS. Position vector of
the camera chip center is given by:

OS = LS +OL (13)

Now, position vector of each pixel with respect to the ves-
sel center can be calculated as:

Odi = OS + Sdi (14)

LOS of each detector can now be represented by a ray
vector with the global co-ordinates of the pixel as the eye
point a and the unit vector along diL as the direction vector
v of equation (4).
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